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Texts: 

Stokes, Houston H., Specifying and Diagnostically Testing Econometric Models,  Second edition Quorum Books, 1997. Revised but preliminary drafts on web for selected most chapters.  Third edition two times size of second edition. Please report any errors.
Hastie, Trevor and Robert Tibshirani and Jerone Friedman., The Elements of Statistical Learning: Data Mining, Inference and Prediction,  Springer (ISBN 978-0-387-84857-0) Second Edition 2009 (This is a key reference for Data mining). To obtain PDF of book go to web page of Trevor Hastie.
Stokes, Houston The Essentials of Time Series Modeling: An Applied Treatment with Emphasison Topics Relevant to Financial Analysis in manuscript form. See Chapters 1-8.  Book can be obtained from web. Revised and preliminary drafts on the web from the Economics 537 web page. Please report any errors.  (This consists of lecture notes.)
Stock, James "Unit Roots, Structural Breaks and Trends," Chapter 46 in Handbook of Econometrics Volume 4 Editors Engle & McFadden, North-Holland, 1994  available at http://www.econ.iastate.edu/faculty/bunzel/TTeach/pdf%20files%5C0204046.pdf
Watson, James, "Vector Autoregressions and Cointegration," Chapter 47 in Handbook of Econometrics Volume 4 Editors Engle & McFadden, North-Holland, 1994  available at http://www.elsevier.com/hes/books/02/04/047/0204047.pdf
Bollerslev, Tim and Robert Engle and Daniel Nelson, "ARCH Models," Chapter 49  in Handbook of Econometrics Volume 4 Editors Engle & McFadden North-Holland, 1994.
Hamilton, James, Time Series Analysis, Princeton, 1994. (Classic highly technical reference).
Crawley, Michael. The R Book,Wiley, 2007. (A good way to get going with R for statistical analysis and programming).

Enders, Walter Applied Econometric Time Series. Third Edition, Wiley 2010.

Tsay, Ruey, Analysis of Financial Time Series.  Second Edition, New York, Wiley 2005. (Good discussion of ARCH/GARCH modeling and other methods that are of interest in financial data analysis.)
Pena, Daniel, George Tiao and Ruey Tsay, A Course in Time Series Analysis, New York, Wiley, 2002.  (Very good survey articles on many aspects of time series analysis that are more accessible than Hamilton).
Stokes, Houston and Hugh Neuburger.,  New Methods in Financial Modeling; Explorations and  Applications. Quorum Books, 1998.  (Has a number of applications of the various methods discussed in the course).
Computer Material:

Doan, Thomas, RATS User's Manual Version 7 Estima, 2007
Doan, Thomas, Rats  Reference Manua Version 7l. Estima 2007
Stokes, Houston H., "B34S On-Line Help Manual." Available on line. 450 plus pages.

"ARCH/GARCH and other Nonlinear Capabilities in the SCAB34S Applet Collection." by Houston H. Stokes and Lon-Mu Liu. Available in Word 97 or PDF format on the B34S page. 96 pages.

General Outline of the course:


The purpose of the course is to extend the students knowledge of statistical time series analysis over what was learned in Economics 537. In addition various machine learning/data mining methods are discussed. Economics 538 is concerned with advanced transfer function model building, spectral analysis, intervention analysis and vector AR model building, vector ARMA model building. Students will also be introduced to the Geweke approach to VAR model building, which decomposes a VAR model into the spectral domain. Machine learning topics include MARS, ( spline GAM, ACE, LOESS, CART  and Random Forest models.

There will be a take home final. The grading will be 50% computer exercises and 25% take home final and 25% in class final. 

Lates and joint work

Unless given prior written permission, 15% per day will be taken off late work with a maximum of 2 days late allowed. Students turning in their work on time in the past have been at a disadvantage to those that turn in their work after having heard what others have done.


You can work with a maximum of one other person but all students must submit their own work. The write-ups of the two team members must be unique.  The idea is that it may be helpful to discuss results with someone else but it is not beneficial to "farm out" work to your team mate and as a result not master the material. Teams are formed informally but, once formed, must stay together for the semester unless a "divorce" is explicitly granted. If you work with someone else you must list that person's name on your front page.


There are a number of software products available to perform the computer work. Students will not be required purchase any manuals. All B34S documentation is on line. B34S® and RATS® can be used for all calculations, although SAS® and SCA ®, which was developed by Professor, Liu in IDS, can also be used if desired. B34S® and RATS setups are shown. Students can download B34S versions to be run on their home machines. Be sure and get the latest version.

Problem Sets:


There are 5 problem sets which are due on the 3th, 6th, 9th,  12th and 14th week of the course. These problem sets should be typed and the output discussed. Results should be listed in the text and selected computer outputs attached only to show your calculations. Presentation of results is a key skill and will be given weight in the final grade. Extra credit will be given if alternative software systems are used to further analyze and validate the results.

Assignments: 
The readings in Stokes (1997, 200x), Stokes-Neuburger (1998) and Hastie-Tibshirani-Friedman (2009) are required. Other readings are optional. Of the optional readings, Hamilton is the most important,

1. Spectral Decomposition of VAR Model

· Stokes (1997) Chapter 12 Sections 12.0 & 12.1 plus examples

· Stokes-Neuburger (1998) chapter 7

· Geweke (1982a, 1982b)
· Problem set # 1 due 3rd week

2. VARMA Model Building

· Stokes (1997-200x) Chapter 8

· Stokes-Neuburger (1998) Chapter 4 & 6

· Zellner-Palm (1974) (see Economics 537 FTP location).
· Problem set # 2 due 6th week

3. MARS Modeling

· Stokes(1997 revised) Chapter 14

· Stokes-Neuburger (1998) Chapter 4
· Faraway (2006) 240-246
· Hastie-Tibshirani-Friedman (2009) 321-328

· Problem Set # 3 due 9th week
4. GAM, ACE, LOESS and ( Spline Model Building, Boosting
· Stokes (1997 revised) Chapter 14.

· Stokes-Neuburger (1998) Chapter 4

· Hastie-Tibshirani-Friedman (2009) 295-384
· Faraway
· Problem set # 4 due 12th week
5. Lasso and Elastic Net Models, Projection Pursuit and Random Forest Models
· Hastie-Tibshirani-Frideman (2009) 557-624
· Stokes (1997 revised) Chapter 17.

· Stokes (1997 revised) Chapter 10 sections 10.3, 10.4 and 10.5.

· Problem Set # 5 Due 14th week

Take Home Final due 16th week

Problem set # 1  - Decomposition of VAR models into the frequency domain and spectral forecasting 

Assignment:
Be sure you have read carefully Stokes (1997) chapter 12 section 12.0 and 12.1 and Stokes-Neuburger (1998) Chapter 7 section 7.2. 

1. Discuss the purpose of the Geweke procedure whereby a VAR model is decomposed into the frequency domain. How is this used?  What research question does it answer?
2. Discuss the purpose of the bootstrap procedure. What is the role of setting the number of replications?

3. Using the Lydia Pinkham data that you have been studying in problem # 6 question 3 and problem set #7 in Economics 537 decompose a VAR model of order 10 into the frequency domain.  Use 10, 100 and 1000 replications.  What do you find? Why are the estimated VAR coefficients not the same as found with the B34S in assignment 3? Which are better?  Why do we have these two approaches?

Software help.  The below listed file shows a setup for 10 replications.

/$ economics 538 project # 6

b34sexec options ginclude('b34sdata.mac') macro(lydiapnm)$

      b34srun$

b34sexec varfreq datap=12 years(1954,1) yeare(1960,6)$

       var advertis sales$

       varf nlags=10 var(sales advertis) feedx(advertis) feedy(sales)

       dummy=cons nrep=10 table('ads vs sales')

       freq=(1.0 .9 .8 .7 .6 .5 .4 .3 .2 .1 0.0)$

       b34seend$

4. The below listed code will do out of sample forecasting for the Lydia Pinkham data

b34sexec options ginclude('b34sdata.mac') member(lydiapnm);

                 b34srun;

/$ user places RATS commands between

/$             PGMCARDS$

/$             note: user RATS commands here

/$             B34SRETURN$

/$

b34sexec matrix;

call echooff;

call loaddata;

call load(specfore);

call print(' ':);

call print('Forecast of sales and Advertising':);

nfor=30;

base=60;

/; base=68;
call specfore(sales,   base,nfor,0,fsales1,obs,error1,actual1);

call specfore(sales,   base,nfor,2,fsales2,obs,error2,actual2);

call specfore(advertis,base,nfor,0,fadd1,obs,error3,actual3);

call specfore(advertis,base,nfor,2,fadd2,obs,error4,actual4);

call print(' ':);

call print('With out Trend Correction':);

call tabulate(obs,actual1,fsales1,error1,actual3,fadd1,error3);

call print('With Trend Correction':);

call tabulate(obs,actual2,fsales2,error2,actual4,fadd2,error3);

nn=integers(norows(actual1));

obs    =    obs(nn);

fsales1=fsales1(nn);

fsales2=fsales2(nn);

nn=integers(norows(actual3));

fadd1  =fadd1(nn);

fadd2  =fadd2(nn);

call tabulate(obs actual1,fsales1 fsales2 );

call graph(obs actual1,fsales1 fsales2  :plottype xyplot

     :heading 'Sales Forecast out of sample # 2 with trend'

               :nolabel :nocontact :pgborder);

call graph(obs actual3 fadd1 fadd2  :plottype xyplot

    :heading 'Advertis Forecast out of sample notrend # 2 with trend'

               :nolabel :nocontact :pgborder);

cc1=ccf(fsales1,actual1);

cc2=ccf(fsales2,actual1);

cc3=ccf(fadd1,actual1);

cc4=ccf(fadd2,actual1);

ss1=sumsq(error1);

ss2=sumsq(error2);

ss3=sumsq(error3);

ss4=sumsq(error4);

call print(' ':);

call print('Out of sample sales    no   trend sumsq             ',ss1:);

call print('Out of sample sales    with trend sumsq             ',ss2:);

call print('Out of sample advertis no   trend sumsq             ',ss3:);

call print('Out of sample sales    with trend sumsq             ',ss4:);

call print('Out of sample sales forecast no   trend correlation ',cc1:);

call print('Out of sample sales forecast with trend correlation ',cc2:);

call print('Out of sample adver forecast no   trend correlation ',cc3:);

call print('Out of sample adver forecast with trend correlation ',cc4:);

b34srun;
As setup it will do 30 out of sample forecasts, 18 of which have data. Report the results of running this example and compare it to a model that generated 30 forecasts BUT had only 10 data values for which to use to validate the model. In the above code use base=68. In answering this question you may want to read Stokes (200xx) chapter 15 dated 10 December 2009 or later.
 Problem Set # 2 - Identifying and Estimating VARMA models using real data.

Assignment      - Review problem set # 1 answers. Be sure and review Stokes (1997 revised) chapter 7 and most important Zellner-Palm (1974)
Questions.

1. Define carefully what a VARMA model is.  How is it estimated?  What is its relationship to a VAR  model, to a VMA model?

2. Contrast VAR models, VARMA models and transfer function models. Stress the advantages and disadvantages of all three.

3. Using the VAR model you estimated for MINK and MUSKRAT in problem set # 2 to estimate a VARMA model. Outline the steps you went through to estimate your model.  Try some forecasts.

4. Using the VAR model you estimated for the Lydia Pinkham data in problem set # 2, estimate a VARMA model between SALES and ADVERTIS. Be sure to outline the steps that you have gone through is building your model.  What does your models tell you? Is Bhattacharyya right "there is no effective bivariate feedback relationship"  between the series? 

5. The B34S FORECAST command allows the user to grid search over a VAR model range. Use this command  to determine if you can beat the model that you estimated in question #4. Try two approaches. In the first grid search over only a VAR range. In the second specify the MA terms that you estimated in question 4 and grid search over the VAR side of the model.

Software help:  Carefully study examples #1 and #3 in the B34S online help manual for the FORECAST command. If MA terms are desired, these must be explicitly specified after the PGMCARDS$ command. If ISEAR=1, these will be set to zero like any other parameters if they are not significant in the first stage. For help in setting up a VARMA run, see Stokes (1997) chapter 8.  The below listed code illustrates a FORECAST run.

b34sexec options ginclude('b34sdata.mac') macro(mink)$ 

                    b34srun$

b34sexec forecast k=2 minvar=1 maxvar=3 isear=20$

pgmcards$

 title(' grid search of var model on mink and muskrat')$

  seriesn var=mink name('mink')$

  seriesn var=muskrat name('muskrat')$

/; bispec iauto iturno$

  forecast nt=40 nf=10 output=original$

  b34sreturn$

  b34seend$

 Problem Set # 3  -  Decomposition of VAR Model. MARS Modeling.
1. Look closely at section 8.5 of Chapter 8 of Stokes (200x). Karras-Stokes-Lee studied the Stock Watson (2002) decomposition of the VAR model. Their paper is on line under the HHSTOKES Web page. Using the Frankel data discussed in Chapter 12 of Stokes (200x), perform a VAR decomposition to determine if it was structure or shocks that changed over a range of data points. The below listed code will help you in this task.

/$

/$ Runs Stock-Watson over a range of values

/$ Uses Frankel Price Data studied in - Stokes(1997) data to

/$ test for breaks in VAR and to test if it was coef changes

/$ for variance changes

/$

/$      As setup the "focus variable" is series 2

/$

b34sexec options ginclude('b34sdata.mac') macro(frankel)$

         b34srun$

b34sexec matrix;

call loaddata;

call load(buildlag);

call load(varest);

call load(swartest);

   call echooff;

/; Allocate save arrays

x=catcol(diffprce dpczu_1);

n=norows(x);

istart=40;

iend=n-istart;

htest11=array(iend-istart+1:);

htest12=array(iend-istart+1:);

htest21=array(iend-istart+1:);

htest22=array(iend-istart+1:);

hvar1  =array(iend-istart+1:);

hvar2  =array(iend-istart+1:);

hvarxh1=array(iend-istart+1:);

hvarxh2=array(iend-istart+1:);

icount=1;

/; Load the two series in x and loop over all 212 counter factual

/; cases

iicount=0;
do ii=istart,iend;
iicount=icount+1;
ibegin1=1;

iend1=ii;

ibegin2=ii+1;

iend2=n;

nlag=12;

nterms=20;

iprint=0;

/; this turns on a great deal of output

/; iprint=1;
/; this limits to first 20

/; if(iicount.le.20)iprint=1;

/;
call swartest(x,ibegin1,iend1,ibegin2,iend2,

              sigma1,sigma2,psi1,ipsi1,psi2,ipsi2,iprint,

              nterms,nlag,test11,test12,test21,test22

              var1,var2,varxhat1,varxhat2,rsq1,rsq2);

call outinteger(2,2,icount);

call outdouble(2, 4,test11(2));  call outdouble(22,4,test12(2));

call outdouble(2, 5,test21(2));  call outdouble(22,5,test22(2));

htest11(icount)=test11(2);

htest12(icount)=test12(2);

htest21(icount)=test21(2);

htest22(icount)=test22(2);

hvar1(icount)  =var1(2);

hvar2(icount)  =var2(2);

hvarxh1(icount)=varxhat1(2);

hvarxh2(icount)=varxhat2(2);

hrsq1(icount)  =rsq1(2);

hrsq2(icount)  =rsq2(2);

icount=icount+1;

call compress;

enddo;

/; Display what we have found

call tabulate(htest11,htest12,htest21,htest22,

                hvar1,hvar2,  hvarxh1,hvarxh2,rsq1,rsq2);

call print('Mean sigma11 ',mean(htest11));

call print('Mean sigma12 ',mean(htest12));

call print('Mean sigma21 ',mean(htest21));

call print('Mean sigma22 ',mean(htest22));

/; Graph what we have found

call graph(htest11 :noshow

                   :pgborder

           :pgxscaletop   'I'

           :pgyscaleright 'I' :nolabel

           :file 'htest11.hp1'

           :hardcopyfmt HP_GL2

           :heading 'Sigma(11)');

call graph(htest12 :noshow

                   :pgborder

           :pgxscaletop   'I'

           :pgyscaleright 'I' :nolabel

           :file 'htest12.hp1'

           :hardcopyfmt HP_GL2

           :heading 'Sigma(12)');

call graph(htest21 :noshow

                   :pgborder

           :pgxscaletop   'I'

           :pgyscaleright 'I' :nolabel

           :file 'htest21.hp1'

           :hardcopyfmt HP_GL2

           :heading 'sigma(21)');

call graph(htest22 :noshow

                   :pgborder

           :pgxscaletop   'I'

           :pgyscaleright 'I' :nolabel

           :file 'htest22.hp1'

           :hardcopyfmt HP_GL2

           :heading 'Sigma(22)');

cc = 'test.wmf';

call menu(cc :menutype inputtext

             :prompt ' Save File Name. blank => clipboard'

             );

call grreplay(:start :file cc                    );

call grreplay(:cont 'htest11.hp1' :gformat fourgraph 1);

call grreplay(:cont 'htest12.hp1' :gformat fourgraph 2);

call grreplay(:cont 'htest21.hp1' :gformat fourgraph 3);

call grreplay(:cont 'htest22.hp1' :gformat fourgraph 4);

call grreplay(:final);

call grreplay(:start                             );

call grreplay(:cont 'htest11.hp1' :gformat fourgraph 1);

call grreplay(:cont 'htest12.hp1' :gformat fourgraph 2);

call grreplay(:cont 'htest21.hp1' :gformat fourgraph 3);

call grreplay(:cont 'htest22.hp1' :gformat fourgraph 4);

call grreplay(:final);

b34srun;

2. Read Chapter 14 closely, especially as it pertains to MARSPLINE models. Use the Frankle data, studied in Stokes(201x) chapter 12, to estimate OLS, MARSPLINE and MARS_VAR models. Discuss the results in some detail using the output data to construct meaningful tables to make your points.  The below listed sample job will form a basis for your work. Computer output is not the way to proceed to answer this question.
b34sexec options ginclude('b34sdata.mac') macro(frankel)$

         b34srun$

b34sexec matrix;

call loaddata;

call echooff;

call load(marsinfo :staging);

call load(marsdiag :staging);

m6=1;

mm6=12;

nk=20;

mi=2;

df=2.;

call print('********************************************************':);

call print('*********************** OLS Base Case ******************':);

call print('************* Equation by Equation Estimation **********':);

call print('********************************************************':);

call olsq(diffprce diffprce{m6 to mm6} dpczu_1{1 to mm6} :print );

call olsq(dpczu_1  diffprce{m6 to mm6} dpczu_1{1 to mm6} :print );

call print('                                                        ':);

call print('*************         MARS                    **********':);

call print('************* Equation by Equation Estimation **********':);

call print('********************************************************':);

call marspline(diffprce diffprce{m6 to mm6} dpczu_1{1 to mm6}

:print :mi mi :nk nk :df df :xx);

/; call marsinfo;

call marsdiag(%xx,c_sums,r_sums,2,2,'test1.wmf');

call marspline(dpczu_1 diffprce{m6 to mm6} dpczu_1{1 to mm6}

:print :mi mi :nk nk :df df :xx);

/; call marsinfo;

call marsdiag(%xx,c_sums,r_sums,2,2,'test2.wmf');

gg=catcol(diffprce,dpczu_1);

call print('                                                        ':);

call print('********************************************************':);

call print('************* Joint Estimation of right hand side   ****':);

call print('********************************************************':);

call mars_var(gg diffprce{m6 to mm6} dpczu_1{1 to mm6}

:yvarnam c8array(:'diffprce','dpczu') :setsig 2.00

:print :mi mi :nk nk :df df :savemodel :xx  );

call marsdiag(%xx,c_sums,r_sums,2,2,'test3.wmf');

b34srun;

Discuss what is meant by a MARSPLINE Contribution Graph. How would such a graph look like for an OLS model?

The below listed code illustrates automatic generation of Contrib charts

/; Generation of contrib charts automatically

/; Job can be easily modified

/;

b34sexec options ginclude('gas.b34'); b34srun;

b34sexec matrix;

call loaddata;

call echooff;

call load(marsdiag :staging);

call load(marsinfo :staging);

call load(contrib  :wbsuppl);

m=6;

_knots=20;

_mi=2;

_df=2.0;

/; set left hand side

call character(l_hand_s,'gasout');

/; Set right hand side

call character(_args,'gasout{1 to m} gasin{1 to m}');

call olsq(     argument(l_hand_s) argument(_args)    :diag     :print);

call marspline(argument(l_hand_s) argument(_args)    :mathform :print

               :nk _knots :mi _mi   :df _df :savemodel :xx);

/; Analysis by observation of variables.

call marsdiag(%xx,c_sums,r_sums,2,2,'test1.wmf');

call marsinfo;

/$ Create contribution charts for righthand-side variables

call lagmatrix( argument(_args) :noint :matrix tmat);

_medians=array(nocols(tmat):);

_means=_medians;

do i=1,norows(_medians);

call describe(tmat(,i));

_medians(i)=%median;

_means(i)=%mean;

enddo;

/; 1 => leverage effect of target variable on YHat holding all others

/;      constant

/; 2 => contribution effect of target variable unit increase on

/;      YHat->YHat(t)-YHat(1)

/; 3 => additive contribution of target variable removing all others

/; 4 => contribution knot effect of target variable on YHat diff1(Yhat)

/; 5 => cumulative contribution of target variable unit increase on

/;      YHat->YHat(t)-YHat(1)

call contrib(_medians,_means,1);

b34srun; 

Problem Set # 4  GAM and ACE Models.
1. Compare and contrast the GAM, ACE and MARS approaches to modeling nonlinearity of an unknown form.

2. Using the Frankel Data  and the GAM procedure model 
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Test for the appropriate GAM degree and calculate leverage plots.
Sample code using GAM to test for degree 

/; Using %sigma2 to test DF of gamfit

b34sexec options ginclude('b34sdata.mac') member(gas); b34srun;

b34sexec options noheader; b34srun;

b34sexec matrix;

call loaddata;

ntest=10;

lag=6;

holdrss =array(ntest:);

holdsig2=array(ntest:);

holddof =array(ntest:);

holddof2=array(ntest:);

mean_df=array(ntest:);

do i=1,ntest;

call gamfit(gasout gasout[predictor,i]{1 to lag}

                    gasin[predictor,i]{1 to lag}

/;                  :print

);

/; call print(%rss,%sigma2,%dof,%df %ss_rest);

holdrss(i)  =%rss;

holdsig2(i) =%sigma2;

holddof(i)  =dfloat(norows(%res))-sum(%df);

holddof2(i) =sum(%df);

mean_df(i) =sum(%df)/dfloat(%k);

enddo;

call tabulate(holdrss,holddof,holdsig2,mean_df);

call graph(mean_df,holdsig2 :plottype xyplot :nocontact

                    :pgborder :pgxscaletop 'I' :pgyscaleright 'IN'

           :heading 'Plot of (sumsq(res)/(N-sum(df)) vs mean(df)'

           :file 'gamfitmod.wmf');

b34srun;

GAM Surface Plot code sample setup

/; Illustrates call gamfit options

b34sexec options ginclude('b34sdata.mac') member(gas); b34srun;

b34sexec options noheader; b34srun;

b34sexec matrix;

call loaddata;

call load(gamplot);

call echooff;

maxlag=6;

call olsq(gasout gasout{1 to maxlag} gasin{1 to maxlag} :print);

%olsyhat=%yhat;

%olsres =%res;

file='gam_2.fsv';

call gamfit(gasout gasout[predictor,7]{1 to maxlag}

                    gasin[predictor,8]{1 to maxlag} :print

     :punch_sur :punch_res :filename file );

/;  iprint is coded    =0  => display leverage graph

/;                     =1  => save leverage graphs in a file with same

/;                            name as fsv file

/;                     =2  => display and save leverage graphs

/;                     =10 => Same as 0 except raw and smoothed series

/;                            shown in addition

/;                     =11 => Same as 1 except raw and smoothed series

/;                            shown in addition

/;                     =12 => Same as 2 except raw and smoothed series

/;                            shown in addition

call gamplot(%names,%lag, file,%olsyhat,%olsres,1);
b34srun;
3. Using the Frankel Data and the ACE procedure model 
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Estimate an appropriate ACE model and compare graphically the residual and predicted left hand side against GAM. MARSPLINE and OLS models.  Optionally try a PPREG model.
OLS, GAM, ACE and MARS can easily be compared using the below listed code that will have to be modified for the problem at hand:

/; Best ACE Model against OLS, GAM and MARS

b34sexec options ginclude('b34sdata.mac') member(gam_3);

b34srun;

b34sexec options noheader; b34srun;

b34sexec matrix;

call loaddata;

call load(ace_ols :staging);

call olsq(cpeptide age bdeficit : print);

ols_res=%res;

call echooff;

call acefit( cpeptide[order ]  age[order] bdeficit[order]

              :maxit 20 :nterm 10  :ns 2 :tol .1e-8 :print);

call names(all);

call tabulate(%rsq,%ssres);

call print(%y);

call print(%yhat,%res);

res1=%res(,1);

res2=%res(,2);

yhat1=%yhat(,1);

yhat2=%yhat(,2);

call graph(res1,res2 :heading 'ACE Model for ns=1,2'      :nolabel);

call graph(%y yhat1,yhat2 :heading 'ACE Model for ns=1,2' :nolabel);

/; Get best model

call print(%rss);

call print(%y,%ty,%tx,%yhat);

call ace_ols;

ace_res=%res(,%best);

/; Gam Models

call gamfit(cpeptide   age[predictor,3]

               bdeficit[predictor,3]

               :dist gauss :maxit index(2000,1500)

                         :tol  array(:.1d-13,.1d-13) :print);

call print(%tss,%rss,%sigma2);

call tabulate(%coef,%z,%nl_p,%ss_rest);

gam_res=%res;

call marspline(cpeptide age bdeficit :nk 40 :mi 2 :print

                               );

mars_res=%res;

Models=c8array(:'OLS','ACE','GAM','MARS');

fit   =array(:sumsq(ols_res),sumsq(ace_res),

              sumsq(gam_res),sumsq(mars_res));

call tabulate(models,fit,

:heading 'Residual Sum of Squares for Various Models');

call graph(ols_res,ace_res,gam_res mars_res :nolabel

:heading 'Test of various nonlinear Models');

call tabulate(ols_res,ace_res,gam_res mars_res);

b34srun;
Problem Set # 5  Random Forrest and PPREG Models

Questions  # 1 and # 2 count 25 points. Question # 3 counts 50 points.

1. Compare and contrast boosting and bagging. Explain how these approaches are used in applied work.

2. Discuss the basic ideas behind random forest modeling. Why is averaging and voting used?  What statistical assumptions of OLS/PROBIT/LOGIT modeling are assumed away in random forest modeling?
3. Using the below listed code discuss in detail the leverage plots of OLS, GAM, MARSPLINE, PPREG and RANFOREST models of the Boston Housing Data. As setup there are only 20 trees for the random forest setup. 

· Experiment with 80, 100, 200 and 500 trees and characterize how:  
[image: image3.wmf]'
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 changes and how the leverage plot of the random forest model changes. Explain what you think is happening. 
· Compare using a table the results of the various approaches. 

· Experiment with various values of _mtry assuming  _mtree=400. What effect do you observe in the leverage plots? What feature of the random forest method are you increasingly "turning off" as you increase _mtry? 

Hint: A good way to start this problem is

/;

/; Test of OLS MARSPLINE GAM PPREG On Boston Housing Data

/; See Hastie-Tibshirani-Friedman (2009, 587-604)

/;

/; Illustrates different types of forecasts

/;

b34sexec options ginclude('b34sdata.mac') member(bostonh);

         b34srun;

/; b34sexec list; b34sr

b34sexec matrix;

call loaddata;

call echooff;

call load(contrib);

/; start ------------------------------------------

call contribi;

/;

/; specific settings

/;

_mi=2;

_m=30;

iols=4;

isave=1;

_mtry=4;

_mtree=20;

call character(fsv_info,'bostonh Test Case');

call character(l_hand_s,'medv');

call character(_args,

'crim  zn  indus nox rm age dis rad tax ptratio b lstat');

_argsg=_args;

call contribl;

call contribd;

b34srun;
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