ECONOMETRICS LECTURE: HECKMAN’s SAMPLE SELECTION MODEL
Heckman J (1979) Sample selection bias as a specification error, Econometrica, 47, pp. 153-61. Note: Heckman got the Nobel prize for this paper.

The model was developed within the context of a wage equation:

THE WAGE EQUATION

Wi = βXi + εi








(1)

where  Wi is the wage,  Xi observed variables relating to the i’th person’s productivity and εi is an error term. W is observed only for workers, i.e. only people in work receive a wage. 
SAMPLE SELECTION (i.e. being in the labour force so W is observed)

There is a second equation relating to employment:

E*i  = Ziγ + ui





   


(2)

E*i = Wi – E'i is the difference between the wage and the reservation wage E'i. The reservation wage is the minimum wage at which the ith individual is prepared to work. If the wage is below that they choose not to work. We observe only an indicator variable for employment defined as E=1 if  E*i>0 and E=0 otherwise.

ASSUMPTIONS

The Heckman model also uses the following assumptions:

(ε,u) ~ N(0,0,σ2ε, σ2u,ρεu)






(3)
That is both error terms are normally distributed with mean 0, variances as indicated and the error terms are correlated where ρεu indicates the correlation coefficient.
(ε,u) is independent of X and Z





(4)
The error terms are independent of both sets of explanatory variables.

Var(u) = σ2u = 1







(5)

This is not so much an assumption as a simplification it normalises the variance of the error term in what will be a probit regression.

THE SAMPLE SELECTION PROBLEM

Take the expected value of (1) conditional upon the individual working and the values of X:

E(Wi | Ei=1,Xi) = E(Wi | Xi Zi ui)
(the right hand side comes from (2)

Wi = βXi + εi








(1)

E(Wi | Ei=1,Xi) = E(Wi | Xi Zi ui) =  βXi + E(εi| Xi Zi ui)


(6)

This comes from recognising that the expected value of X given X is simply X (and the assumption that Xi is independent of the two error terms). E(X|X)=X
The final term in (6) {E(εi| Xi Zi ui) } can be simplified by noting that selection into employment depends just on  Zi and ui  not upon Xi. Specifically  
E(Wi | Ei=1,Xi) =  βXi + E(εi| Ei =1) = βXi + E(εi| ui > -Ziγ)


(7)
This is from equation (2); Ei=1 iff E*i > 0 i.e. if  Ziγ + ui > 0, i.e. if ui > -Ziγ
The key problem is that in regressing wages on characteristics for those in employment we are not observing the equation for the population as a whole. Those in employment will tend to have higher wages than those not in the labour force would have (that is why they are not in the labour force). Hence the results will tend to be biased (sample selection bias) and e.g. we are likely to get biased results when estimating say the returns to education. For example two groups of people (i) industrious; (ii) lazy. Industrious people  get higher wages and have jobs, lazy people do not. In effect we are doing the regression in this simplified example on the industrious part of the labour force. The returns to education will be estimated on them alone not the whole of the population (which includes the lazy people).
In terms of (7) the problem comes from (εi| ui > -Ziγ). The error term u is restricted to be above a certain value, i.e. it is bounded from below. Those individuals who do not satisfy this are excluded from the regression. OK, but this becomes a problem because of the assumption in (3) that the error terms are correlated where ρεu indicates the correlation coefficient. Hence a lower bound on u suggests it too is restricted. 
E(Wi | Ei=1,Xi) =  βXi + E(εi| Ei =1) = βXi + E(εi| ui > -Ziγ)


(7)
HECKMAN’s METHODOLOGY

Heckman’s first insight in his 1979 Econometrica paper was that this is can be approached as an omitted variables problem (εi| ui > -Ziγ) is the ‘omitted variable’ in (7). An estimate of the omitted variable would solve this problem and hence solve the problem of sample selection bias. Specifically we can model the omitted variable by: 

E[(εi| ui > - Ziγ)] = ρεuσε λi(-Ziγ) = βλ λi(-Ziγ)




(8)
where λi(-Ziγ) is ‘just’ the inverse Mill’s ratio evaluated at the indicated value and βλ is an unknown parameter (=ρεuσε)

THE INVERSE MILL’s RATIO

Many of the analyses stop there. Lets see if we can go a little further and look at the inverse Mill’s ratio. Named after John P. Mills, it is the ratio of the probability density function over the cumulative distribution function of a distribution. Use of the inverse Mills ratio is often motivated by the following property of the truncated normal distribution. If x is a random variable distributed normally with mean μ and variance σ2, then it is possible to show that

E(x|x>α) = μ + σ[{φ((α-μ)/σ)}/{1-Φ((α-μ)/σ)}]



(9)
where α is a constant, φ denotes the standard normal density function, and Φ denotes the standard normal cumulative distribution function. The term in red denotes the Inverse Mill’s ratio. Compare (9) with (8). 

E[(εi| ui > - Ziγ)] = ρεuσε λi(-Ziγ) = βλ λi(-Ziγ)




(8)
· x equates to u; hence μ, the mean of u (previously x) = 0  Also σ2 is the variance of  u (previously x) and by (5) has been standardized to equal 1. 
· α equates to - Ziγ
Hence:

E(ui | ui > - Ziγ) =  [{φ(- Ziγ)}/{1-Φ(- Ziγ )}]




(10)
However, but we want E[(εi| ui > - Ziγ)]  not E(ui | ui > - Ziγ). 
Now ρεu = σεu/(σε σu); hence ρεuσε σu= σεu; σu= 1 by definition; hence ρεuσε = σεu We have found the expected value of ui to find the expected value of εi we must multiply by this covariance i.e. by ρεuσε. ρεu is the correlation between the two errors and thus in relative terms translates the impact of  specific error term for u on ε, σε is then a scale factor. This gives us
E[(εi| ui > - Ziγ)] = ρεuσε. [{φ(- Ziγ)}/{1-Φ(- Ziγ )}]



(11)

Compare with: E[(εi| ui > - Ziγ)] = ρεuσε λi(-Ziγ) = βλ λi(-Ziγ)

(8). 

The two are the same where λi(-Ziγ)= [{φ(- Ziγ)}/{1-Φ(- Ziγ )}]
USE IN STATA

What follows below is a special application of Heckman’s sample selection model. That is the second stage equation is also probit. To use the standard Heckman model where the second stage estimation involves a continuous variable the following type of command should be used: 
        heckman wage educ age, select(married children educ age)

i.e. heckman rather than heckprob as we now use:

STATA COMMAND
heckprob intbankr lgnipc male age agesq rlaw estonia village town unemp selfemp if missy==1, select(marrd educ2 lgnipc age agesq village town unemp manual fphoneacd) 
intbankr lgnipc male age agesq rlaw estonia village town unemp selfemp: specification of variables in internet banking equation (lgnipc=log GNI per capita; educ2 =education; marrd=married, agesq =age2; unemp=unemployed)
select(marrd educ2 lgnipc age agesq village town unemp manual fphoneacd)
specification of variables in sample selection equation (fphoneacd=quality of fixed phone access)
Probit model with sample selection              Number of obs      =     23446

                                                Censored obs       =     14706

                                                Uncensored obs     =      8740

                                                Wald chi2(10)      =   1066.68

Log pseudolikelihood = -16461.32                Prob > chi2        =    0.0000

---------------------------------------------------------------------------------------------------
             |      

Coef.   

Std. Err.    z    P>|z|     [95% Conf. Interval]

-------------+------------------------------------------------------------------------------------
intbankr     |

      
lgnipc |  
-.1043315   .0599919    -1.74   0.082    -.2219134    .0132505

       
male |   
.1230764   .0270944     4.54   0.000     .0699723    .1761805

         
age |   

.0364993   .0059936     6.09   0.000     .0247522    .0482465

       
agesq |  
-.0332365   .0072216    -4.60   0.000    -.0473905   -.0190825

        
rlaw |   

.4961302   .0242105    20.49   0.000     .4486785    .5435819

     
estonia |   
1.621941   .0761046    21.31   0.000     1.472779    1.771103

     
village |   
.0422248   .0356796     1.18   0.237     -.027706    .1121556

        
town |   
.0603227   .0332633     1.81   0.070    -.0048722    .1255175

       
unemp |  
-.0036408   .0693268    -0.05   0.958    -.1395189    .1322372

     
selfemp |   
.2013792   .0462062     4.36   0.000     .1108166    .2919418

       
_cons |  
-3.207285   .2232697   -14.37   0.000    -3.644886   -2.769685

-------------+--------------------------------------------------------------------------------------
select       |

       
marrd |   
.1168095   .0209772     5.57   0.000     .0756949    .1579241

       
educ2 |    
.678366   .0148053    45.82   0.000     .6493482    .7073838

      
lgnipc |   
.6928837   .0251465    27.55   0.000     .6435975    .7421699

         
age |   

.0294313    .003864     7.62   0.000      .021858    .0370047

       
agesq |  
-.0661635   .0041628   -15.89   0.000    -.0743223   -.0580046

     
village |  
-.2005996    .024718    -8.12   0.000     -.249046   -.1521532

        
town |  

-.0914685   .0243485    -3.76   0.000    -.1391906   -.0437464

       
unemp |  
-.6330489   .0393924   -16.07   0.000    -.7102567   -.5558412

      
manual |  
-.3387754   .0240658   -14.08   0.000    -.3859435   -.2916074

   
fphoneacd |  
-.3426305   .0343699    -9.97   0.000    -.4099943   -.2752668

       
_cons |  
-4.257136   .1210887   -35.16   0.000    -4.494465   -4.019806

-------------+------------------------------------------------------------------------------------
     /athrho |  -.4907283   .0492128    -9.97   0.000    -.5871836    -.394273

-------------+----------------------------------------------------------------

         rho |  -.4547943   .0390337                      -.527867   -.3750381

------------------------------------------------------------------------------

Wald test of indep. eqns. (rho = 0): chi2(1) =    99.43   Prob > chi2 = 0.0000

------------------------------------------------------------------------------

rho = estimate of ρεu indicates the correlation coefficient between error terms as in equation (3). They are negatively correlated which in the little analysis I have seen seems quite common; the Wald test indicates the correlation is very significant. Hence we should use Heckman’s technique. 
Lets compare the sample selection equation with an ordinary probit estimation of access to the Internet:

probit useint marrd educ2 lgnipc age agesq village town unemp manual fphoneacd if missy==1, robust

Probit regression                                 Number of obs   =      23446

                                                  Wald chi2(10)   =    6089.29

                                                  Prob > chi2     =     0.0000

Log pseudolikelihood = -11223.734                 Pseudo R2       =     0.2751

---------------------------------------------------------------------------------------------------
      useint |      

Coef.   

Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+------------------------------------------------------------------------------------
       
marrd |   
.1000444   .0212827     4.70   0.000      .058331    .1417578

       
educ2 |   
.6817908   .0147544    46.21   0.000     .6528726    .7107089

      
lgnipc |   
.6925599   .0251583    27.53   0.000     .6432505    .7418693

         
age |     
.03065   .0038641     7.93   0.000     .0230765    .0382236

       
agesq |  
-.0674414   .0041688   -16.18   0.000    -.0756122   -.0592706

     
village |  
-.2000183   .0247413    -8.08   0.000    -.2485104   -.1515263

        
town |  

-.0903838   .0243895    -3.71   0.000    -.1381863   -.0425813

       
unemp |  
-.6339594   .0394163   -16.08   0.000    -.7112139   -.5567049

      
manual |  
-.3300255   .0246335   -13.40   0.000    -.3783062   -.2817448

   
fphoneacd |  
-.3346584   .0350862    -9.54   0.000    -.4034261   -.2658907

       
_cons |   
-4.28472   .1210864   -35.39   0.000    -4.522045   -4.047396

----------------------------------------------------------------------------------------------------
.Taking first three lines of sample selection model we get:
       
marrd |   
.1168095   .0209772     5.57   0.000     .0756949    .1579241

       
educ2 |    
.678366   .0148053    45.82   0.000     .6493482    .7073838

      
lgnipc |   
.6928837   .0251465    27.55   0.000     .6435975    .7421699

and probit

       
marrd |   
.1000444   .0212827     4.70   0.000      .058331    .1417578

       
educ2 |   
.6817908   .0147544    46.21   0.000     .6528726    .7107089

      
lgnipc |   
.6925599   .0251583    27.53   0.000     .6432505    .7418693

The two are very similar. I believe the two are not identical because STATA estimates both equations together in a maximum likelihood process.

NOTE:

select(...) specifies the variables and options for the selection equation.  It is an integral part of specifying a selection model and is required.  The selection equation should contain at least one variable that is not in the outcome equation.(This is true in general not just for STATA)
If the dependent variable for the selection equation is specified, it should be coded as 0 or 1, 0 indicating an observation not selected and 1 indicating a selected observation. If it is not specified [as above], observations for which (in this case Internet banking) is not  missing are assumed selected, and those for which it is missing are assumed not selected. NOTE our dependent variable is Internet banking amongst those who have access to the Internet, i.e. it is not specified for those without access to the Internet.
HECKMAN ‘BY HAND’

Do probit first stage regression on full sample 

probit useint marrd educ2 lgnipc age agesq village town unemp manual fphoneacd 

Probit regression                                 Number of obs   =      24713

                                                  LR chi2(10)     =    8194.75

                                                  Prob > chi2     =     0.0000

Log likelihood = -12320.022                       Pseudo R2       =     0.2496

------------------------------------------------------------------------------

      useint |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       marrd |   .0822795   .0206877     3.98   0.000     .0417324    .1228267

       educ2 |   .4921959   .0122274    40.25   0.000     .4682307    .5161611

      lgnipc |   .6931349   .0243213    28.50   0.000     .6454659    .7408038

         age |   .0236275   .0033345     7.09   0.000      .017092    .0301631

       agesq |  -.0616526   .0036976   -16.67   0.000    -.0688997   -.0544054

     village |  -.2215663   .0236933    -9.35   0.000    -.2680043   -.1751283

        town |   -.095251   .0231391    -4.12   0.000    -.1406029   -.0498991

       unemp |  -.6751366   .0380134   -17.76   0.000    -.7496415   -.6006317

      manual |  -.3735626   .0234011   -15.96   0.000    -.4194279   -.3276974

   fphoneacd |  -.3348498   .0333819   -10.03   0.000    -.4002772   -.2694224

       _cons |  -3.425027   .1061384   -32.27   0.000    -3.633054   -3.216999

------------------------------------------------------------------------------

predict p1, xb
Above calculate predicted value from regression (equivalent to Ziγ in (2))
replace p1=-p1
Above calculates -Ziγ
generate phi = (1/sqrt(2*_pi))*exp(-(p1^2/2))
This is the normal distribution density function: phi is equivalent to φ(- Ziγ) in (11)
generate capphi = normal(p1)
This is the cumulative debsity function: capphi is equivalent to Φ(- Ziγ ) in (11)
generate invmills1 = phi/(1-capphi)
This calculates Inverse Mills ratio λi(-Ziγ)

Below redoes second stage probit regression with Inverse Mills ratio included
probit intbankr lgnipc male age agesq rlaw estonia village town unemp selfemp invmills1 if missy==1,vce(robust)
[Note the vce(robust) corrects errors for heteroscedasticity. This is something Heckman did in the original paper using a specific formula. A similar result can be achieved by doing it using the robust errors commend.]

Probit regression                                 Number of obs   =       8740

                                                  LR chi2(11)     =    1355.48

                                                  Prob > chi2     =     0.0000

Log likelihood = -5233.4517                       Pseudo R2       =     0.1147

------------------------------------------------------------------------------

    intbankr |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      lgnipc |  -.1858794   .0658582    -2.82   0.005    -.3149592   -.0567997

        male |   .1346985    .029042     4.64   0.000     .0777773    .1916197

         age |   .0377828   .0062577     6.04   0.000     .0255179    .0500478

       agesq |  -.0298127   .0076445    -3.90   0.000    -.0447955   -.0148298

        rlaw |   .5331289   .0255324    20.88   0.000     .4830864    .5831715

     estonia |   1.750626   .0780046    22.44   0.000      1.59774    1.903513

     village |   .0778935   .0383737     2.03   0.042     .0026823    .1531046

        town |   .0772313   .0351065     2.20   0.028     .0084239    .1460388

       unemp |   .0727797   .0758402     0.96   0.337    -.0758643    .2214237

     selfemp |   .2006261   .0486922     4.12   0.000     .1051911     .296061

   invmills1 |  -.6807962   .0661798   -10.29   0.000    -.8105063   -.5510861

       _cons |  -3.135898   .2255559   -13.90   0.000    -3.577979   -2.693816

------------------------------------------------------------------------------

Compare this with standard probit

Probit regression                                 Number of obs   =       8740

                                                  LR chi2(12)     =    1374.35

                                                  Prob > chi2     =     0.0000

Log likelihood = -5224.0186                       Pseudo R2       =     0.1162

------------------------------------------------------------------------------

    intbankr |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      lgnipc |   -.237029   .0669502    -3.54   0.000     -.368249    -.105809

        male |   .1374377   .0290725     4.73   0.000     .0804566    .1944188

         age |   .0449933   .0064737     6.95   0.000      .032305    .0576816

       agesq |  -.0377725   .0078525    -4.81   0.000    -.0531632   -.0223819

        rlaw |   .5338198   .0255496    20.89   0.000     .4837436     .583896

     estonia |    1.73955   .0779381    22.32   0.000     1.586795    1.892306

     village |   .1012678     .03879     2.61   0.009     .0252407    .1772948

        town |   .0905717   .0352812     2.57   0.010     .0214219    .1597215

       unemp |   .0919804   .0759727     1.21   0.226    -.0569234    .2408842

     selfemp |   .2022226    .048729     4.15   0.000     .1067156    .2977296

   invmills1 |   -1.34279   .1656863    -8.10   0.000    -1.667529   -1.018051

 invmills1sq |   .3594609   .0821349     4.38   0.000     .1984793    .5204424

       _cons |  -2.893291   .2323713   -12.45   0.000     -3.34873   -2.437852

------------------------------------------------------------------------------

Now the standard Heckman assumes that the best correlation is between εi and ui. But what if it is not? What if it is nonlinear. The above suggests that the impact of a specific value for  ui on εi ui decline as ui increases. There are other possibilities it may be that the correlation is only in evident for positive (negative) values of ui.
.

