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FACULTY OF COMPUTER SCIENCE AND INFORMATION TECHNOLOGY

LIST OF COURSES FOR EXCHANGE STUDENTS

ACADEMIC YEAR 2014/2015, SUMMER SEMESTER
	Faculty
	Faculty of Computer Science and Information Technology

	Course code (if applicable)
	Course title
	Person responsible for the course
	Semester (winter/summer)
	ECTS points

	01
	Algorithmic tricks in Digital Signal & Image Processing
	Prof. Aleksandr Cariow
	winter/summer
	4

	02
	Computer and telecommunication networks
	Ph.D. Eng. Remigiusz Olejnik
	winter/summer
	4

	03
	Computer network design fundamentals
	Ph.D. Eng. Remigiusz Olejnik
	winter/summer
	4

	04
	LaTeX – document preparation system for engineers
	Ph.D. Eng. Remigiusz Olejnik
	winter/summer
	2

	05
	Digital watermarking
	Ph.D. Eng. Mirosław Łazoryszczak
	summer
	2

	06
	Audio signal processing
	Ph.D. Eng. Mirosław Łazoryszczak
	summer
	2

	07
	Computer System Architecture
	Ph.D. Eng. Mariusz Kapruziak
	winter/summer
	4

	08
	FPGA Design and reconfigurable computing
	Ph.D. Eng. Mariusz Kapruziak
	winter/summer
	4

	09
	Microprocessor design and soft-processors
	Ph.D. Eng. Mariusz Kapruziak
	winter/summer
	5

	10
	Machine vision and robot algorithms on FPGA
	Ph.D. Eng. Mariusz Kapruziak
	winter/summer
	4

	11
	Brain-Computer Interface
	Ph.D. Hab. Izabela Rejer
	winter/summer
	4

	12
	Mobile Application Development
	Ph.D. Eng. Radosław Maciaszczyk
	winter/summer
	4

	13
	Bash –  command language interpreter
	Ph.D. Eng. Magdalena Szaber
	winter/summer
	2

	14
	Programmable control devices
	Ph.D. Eng. Sławomir Jaszczak
	winter/summer
	2

	15
	Data Analysis and Machine Learning
	Ph.D. Hab. Eng. Przemysław Klęsk
	winter/summer
	3

	16
	Data Mining Algorithms
	Ph.D. Hab. Eng. Przemysław Klęsk
	winter/summer
	3

	17
	Introduction to Artificial Intelligence
	Ph.D. Hab. Eng. Przemysław Klęsk
	winter
	3

	18
	Methods of Artificial Intelligence in Computer Games
	Ph.D. Hab. Eng. Przemysław Klęsk
	summer
	3

	19
	Pattern Recognition Methods
	Ph.D. Hab. Eng. Przemysław Klęsk
	summer
	3

	20
	Expert systems
	Ph.D. Eng. Joanna Kołodziejczyk
	summer
	2

	21
	Heuristic Optimization Methods
	Ph.D. Eng. Joanna Kołodziejczyk
	summer
	3

	22
	Knowledge extraction from data with rough set method and its applications
	Prof. Andrzej Piegat
	winter/summer
	3

	23
	Essentials of fuzzy logic and its application to system modeling and control
	Prof. Andrzej Piegat
	winter/summer
	5

	24
	C# Programming Language
	M.Sc. Eng. Marcin Pietrzykowski
	winter/summer
	4

	25
	Hidden Markov models and its applications
	M.Sc. Eng. Marcin Pietrzykowski
	winter/summer
	4

	26
	Artificial neural networks and their application in system modeling
	Ph.D. Eng. Marcin Pluciński
	winter/summer
	3

	27
	CAD/CAE Systems
	Ph.D. Eng. Marcin Pluciński
	summer
	2

	28
	The Multi-Criteria Decision-Making Methods
	M.Sc. Eng. Wojciech Sałabun
	winter/summer
	5

	29
	Intro to Mathematical Programming
	M.Sc. Eng. Wojciech Sałabun
	winter/summer
	6

	30
	Intro to Statistic: Making Decisions Based on Data
	M.Sc. Eng. Wojciech Sałabun
	winter/summer
	6

	31
	Methods of optimization
	M.Sc. Eng. Karina Tomaszewska
	summer
	2

	32
	Color Management
	Ph.D. Eng. Przemyslaw Korytkowski
	winter/summer
	4

	33
	Computer modelling and simulation
	Ph.D. Eng. Przemyslaw Korytkowski
	winter/summer
	5

	34
	Lean Management
	Ph.D. Eng. Przemyslaw Korytkowski
	winter/summer
	5

	35
	Management and Business Communication Virtualisation
	Ph.D. Eng. Piotr Sulikowski
	winter/summer
	2

	36
	Data processing in online marketing and management systems
	Ph.D. Eng. Jarosław Jankowski
	winter/summer
	4

	37
	Data processing and personalization of web systems
	Ph.D. Eng. Jarosław Jankowski
	winter/summer
	4

	38
	Dynamic websites and documents
	Ph.D. Eng. Jarosław Jankowski
	winter/summer
	2

	39
	Dynamic documents programming
	Ph.D. Eng. Jarosław Jankowski
	winter/summer
	2

	40
	Software Testing
	Ph.D. Eng. Mirosław Mościcki
	winter/summer
	4

	41
	Java J2EE
	Ph.D. Eng. Krzysztof Kraska
	winter/summer
	4

	42
	Java programming
	Ph.D. Eng. Tomasz Wierciński
	summer
	6

	43
	Creative problem solving
	Prof. Antoni Wiliński

Ph.D. Eng. Anna Samborska-Owczarek
	winter/summer
	3

	44
	Digital image processing
	Ph.D. Eng. Paweł Forczmański
	winter
	4

	45
	Computer Music
	M.Sc. Eng. Łukasz Mazurowski
	winter
	4

	46
	Compilers
	Prof. Włodzimierz Bielecki
	winter/summer
	6

	47
	Optimizing Compilers
	Prof. Włodzimierz Bielecki
	winter/summer
	6

	48
	Parallel Programming
	Prof. Włodzimierz Bielecki
	winter/summer
	6

	49
	Cloud programming
	Ph.D. Eng. Łukasz Radliński
	winter/summer
	4

	50
	Software requirements engineering and designing
	Ph.D. Eng. Łukasz Radliński
	winter/summer
	4

	51
	HTML5 application design and development
	Ph.D. Eng. Bartłomiej Małachowski
	winter/summer
	2

	52
	Printed and digital publication design
	Ph.D. Eng. Bartłomiej Małachowski
	winter/summer
	2

	53
	e-Learning Systems
	Ph.D. Eng. Przemysław Różewski
	winter/summer
	2

	54
	Computational Photography
	Ph.D. Hab. Eng. Radosław Mantiuk
	winter/summer
	3

	55
	Computer Graphics
	Ph.D. Hab. Eng. Radosław Mantiuk
	winter/summer
	4

	56
	Video surveillance systems
	Ph.D. Eng. Adam Nowosielski
	winter/summer
	4

	57
	Digital Photography
	Ph.D. Eng. Anna Lewandowska
	winter
	3

	58
	EEG signal processing
	M.Sc. Eng. Wojciech Sałabun
	winter/summer
	5

	59
	Construction and the use of 3D printer
	M.Sc. Eng. Wojciech Sałabun
	winter/summer
	4

	60
	Основы рационализации вычислений при реализации заданий обработки сигналов, изображений и распознавания образов
	д.т.н. Галина Царёва
	Зимний/летний
	4


	Course title
	ALGORITHMIC TRICKS IN DIGITAL SIGNAL & IMAGE PROCESSING

	Teaching method
	Lectures and class exercises

	Person responsible for the course
	Prof. Aleksandr Cariow
	E-mail address to the person responsible for the course
	atariov@wi.zut.edu.pl

	Course code 

(if applicable)
	01
	ECTS points
	4

	Type of course
	elective
	Level of course
	First cycle (S1)

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 1 h

class exercises: 1 h
	Hours per semester
	Lectures: 15 h

class exercises: 15 h

	Objectives of the course
	At the end of the course, the student should be able to:

Understand algorithms for digital convolution, discrete Fourier, Wavelet and other orthogonal transformations; understand and development fast algorithms for processing of large data sets such as signals and images. Find effective algorithmic solutions to minimize the computational complexity in solving various DSP problems. Provide a thorough understanding and working knowledge of design, analysis and comparison of computation complexity of DSP algorithms.

	Entry requirements
	General entry requirements, first cycle

	Course contents
	Overview of basic methods and problems of digital signal processing. Presentation of the basic operations of digital signal and image processing in the form of matrix-matrix and vector-matrix products. Defining a core set of reference structures of matrices, which facilitates the calculation of vector-matrix products. Demonstration of new tricks and receptions to reducing the number of arithmetic operations in calculating the vector-matrix products. Examples of synthesis alternate algorithms for vector-matrix transformations with a reduced number of arithmetic operations. Synthesis of fast algorithms for solving the basic DSP and image processing problems (circle and linear convolution, FDWT/IDWT, DCT, DFT, Hartley, Haar, Walsh-Hadamard, Slant, Lapped and other discrete transforms). The DSP chip structures evaluation for the implementation of various DSP tasks.

	Assessment methods
	Grading policy: Homework’s (2 credits), project (2 credits) and final repot

	Recommended readings
	[1]. Richard E. Blahut, Fast Algorithms for Digital Signal Processing, Addison-Wesley Publisher, 1985, ISBN-10: 0201101556  

[2]. L.R. Rabiner, B. Gold, Theory and Application of Digital Signal Processing, Prentice Hall, 1975, ISBN 013914101-4.

[3]. J.G. Proakis and D.G. Manolakis, Digital Signal Processing: Principles, Algorithms, and Applications, Prentice Hall, 3rd Edition, 1996, ISBN 013373762- 4.

[4]. A.V. Oppenheim and R.W. Schafer, Digital Signal Processing, Prentice Hall, 1975, ISBN 013214635-5.

[5]. M.H. Hayes, Digital Signal Processing, Schaum’s Outline Series, McGraw Hill, 1999, ISBN 0-07-027389-8.

[6]. A. Ţariov (A. Cariow), Algorithmic Aspects of Computing Rationalization in Digital Signal Processing, West Pomeranian University of Technology press., 2011, ISBN 978-83-7663-098-4 (in Polish).

	Additional information
	none


	Course title
	COMPUTER AND TELECOMMUNICATION NETWORKS 

	Teaching method
	lecture and laboratory

	Person responsible for the course
	Ph.D. Eng. Remigiusz Olejnik
	E-mail address to the person responsible for the course
	rolejnik@wi.zut.edu.pl

	Course code 

(if applicable)
	02
	ECTS points
	4

	Type of course
	compulsory
	Level of course
	S1

	Semester 
	winter or summer
	Language of instruction
	English

	Hours per week
	2 (lecture) + 2 (laboratory)
	Hours per semester
	60

	Objectives of the course
	Knowledge of reference models, network standards, protocols of data link layer, network, transport and application layers. Knowledge of current wired and wireless network solutions. Ability of network’s performance evaluation. Ability of simple home/office network building. Basic algorithms of data link, network and application layer implementation ability. Diagnosing of workstation’s network problems ability.

	Entry requirements
	Basics of programming; Architecture of computer systems; Operating systems fundamentals

	Course contents
	Introduction to computer networks. Physical layer, transmission media, multiplexing techniques, circuit and packet switching. Data link layer, error detection, flow control, ALOHA and CSMA protocols, protocols without collisions, Ethernet, wireless local area networks, interconnecting. Network layer, routing algorithms and protocols, quality of service, Internet Protocol. Transport layer, protocols, addressing, flow control,

UDP, TCP and RTP protocols, Nagle’s and Clarke’s algorithms. Application layer, DNS, e-mail, WWW, multimedia applications of the networks.

	Assessment methods
	Written exam (lecture); written reports (laboratory).

	Recommended readings
	1. A. S. Tanenbaum, D. J. Wetherall “Computer Networks” (5th edition), Pearson Education, Boston 2011

2.  M. Hassan, R. Jain,  “High Performance TCP/IP Networking”, Prentice Hall, 2003

	Additional information
	


	Course title
	COMPUTER NETWORK DESIGN FUNDAMENTALS 

	Teaching method
	lecture, laboratory and project

	Person responsible for the course
	Ph.D. Eng. Remigiusz Olejnik
	E-mail address to the person responsible for the course
	rolejnik@wi.zut.edu.pl

	Course code 

(if applicable)
	03
	ECTS points
	4

	Type of course
	elective
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	1 (lecture) + 1 (laboratory) + 1 (project)
	Hours per semester
	45

	Objectives of the course
	Knowledge of algorithms and methods for designing wired and wireless networks. Knowledge of network simulators and the ability to assess the performance of individual network solutions. Ability to design small networks using computer-aided design tools.

	Entry requirements
	Good knowledge of computer and telecommunication networks principles.

	Course contents
	Lecture:

The process of computer network design. Algorithms for designing LAN and WAN. Design of wireless networks. Methods for evaluating the performance of computer networks. Optimization of network projects. Methods and tools for computer-aided design. Parametric design of computer networks. Structured cabling systems.

Laboratory:

Introduction to OPNET IT Guru environment. Performance evaluation: LAN connection to the Internet, multi-LAN, applications over the WAN. The impact study: Frame Relay network parameters on the performance of the WAN environment, the TCP window size on application performance. Use a firewall to manage network traffic. Performance testing of database applications in a networked environment. Performance comparison of different network technologies (wired and wireless).

Project:

Introduction to computer-aided design of computer networks: tools and algorithms. Implementation of a specialized computer program implementing the algorithm for designing a LAN or WAN. Implementation of network design for a particular application with simulation and analysis of performance in OPNET IT Guru  environment. Discussion of  programs and projects.

	Assessment methods
	Lecture - written exam. Laboratory - credit on the basis of partial evaluations performed during the semester. Project - evaluation of submitted network design.

	Recommended readings
	1. T. G. Robertazzi “Planning Telecommunication Networks”, IEEE Press, Piscataway 1999

2. M. Hassan, R. Jain “High Performance TCP/IP Networking”, Prentice Hall, Upper Sadle River 2003

3. A. Kershenbaum “Telecommunications Network Design Algorithms”, McGraw-Hill, New York 1993

4. A. S. Tanenbaum, D. J. Wetherall “Computer Networks” (5th edition), Pearson Education, Boston 2011

5. G. Higginbottom “Performance Evaluation of Communication Networks”, Artech House, Norwood 1998

	Additional information
	


	Course title
	LaTeX – DOCUMENT PREPARATION SYSTEM FOR ENGINEERS 

	Teaching method
	lecture and laboratory

	Person responsible for the course
	Ph.D. Eng. Remigiusz Olejnik
	E-mail address to the person responsible for the course
	rolejnik@wi.zut.edu.pl

	Course code 

(if applicable)
	04
	ECTS points
	2

	Type of course
	optional
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	1 (lecture) + 1 (laboratory)
	Hours per semester
	30

	Objectives of the course
	Practical skills in typesetting of engineering documents using LaTeX system.

	Entry requirements
	

	Course contents
	Lecture:

Description of the installation and initialization of the package, setting of environment variables, hyphenation file. LaTeX input file and the principles of its building, permanent elements of the file. Structure of the document: the division of the document into parts, chapters, sections, paragraphs, etc., title page, the main file and included files, creating of a table of contents, table of figures and tables, attaching a bibliography, creating an index, references to the labels, usage of the counters. Defining own classes of documents: building of the style definition file and possibilities of changing its content. Defining of running heads for page headings and footers, defining of parameters for lists, floating objects, defining of headers for chapter and subsections, changing of the format of the table of contents and bibliography. Predefined classes of document and format, format definition file declared in the preamble (page size, the type of numbering, margins, running head, footer). Defining the type and size of fonts, special characters, accents, Polish diacritic characters. Length measures, horizontal and vertical spacing, references, breaking

lines and pages. Defining of indivisible elements. Multiple columns usage. Greek and Cyrillic alphabet. Mathematical texts: mathematical environment, using mathematical expressions and symbols (indices, fractions, roots, equations and their systems, matrices, complex formulas), spacing and bold in math mode. Special text structures: defining minipages, lists and tables, creating pictures and including them into document, language of geometric figures definition. Changes to the definitions, creating of own definitions and defining a new environment. Creating new variable objects. Correction of the errors: error messages and warnings in LaTeX and TeX, error correction capabilities.

Laboratory:

Preparing of documents of increasing complexity; changing of the font type and size, defining of the text layout, tables, complex mathematical formulas and mathematical texts; creating and inserting pictures; analysis of style files and preparation own styles for journals, books, reports and thesis; merging results of all exercises in a single document with the form of a book, with table of contents, bibliography, appendices and index.

	Assessment methods
	Lecture - oral exam. Laboratory work - evaluation of submitted document that has been prepared during the course.

	Recommended readings
	1. L. Lamport “LaTeX: A Document Preparation System”, Addison-Wesley, Boston 1994

2. F. Mittelbach et al. “The LaTeX Companion (Tools and Techniques for Computer Typesetting)”, Addison-Wesley, Boston 2004


	Additional information
	


	Course title
	DIGITAL WATERMARKING 

	Teaching method
	Lectures and project

	Person responsible for the course
	Ph.D. Eng. Mirosław Łazoryszczak
	E-mail address to the person responsible for the course
	mlazoryszczak@wi.zut.edu.pl 

	Course code 

(if applicable)
	05
	ECTS points
	2

	Type of course
	optional
	Level of course
	S1

	Semester 
	summer
	Language of instruction
	English

	Hours per week
	Lecture: 1 h, Project: 1 h
	Hours per semester
	Lectures: 15 h, Project: 15 h

	Objectives of the course
	One of the challenges of the digital world is Intellectual Property protecting. This course introduces some techniques of the Digital Rights Managements in the form of Digital Watermarking in graphics and audio domains.

	Entry requirements
	Basic programming skills (C/C++), introduction to digital signal processing, basic knowledge of Matlab

	Course contents
	Nature of sound and limitations of the Human Audio System, images and limitations of the Human Visual System, classification of Digital Watermarks, basic techniques of data hiding and retrieving in graphic container, least significant bit coding, echo hiding, spread spectrum coding, advanced methods of digital watermarking in audio environment, watermark security and immunity to the most popular technological transformations and intended attacks

	Assessment methods
	Grade and project work

	Recommended readings
	1. Arnold M., Schmucker M., Wolthusen S. D.: Techniques and Applications of Digital Watermarking and Content Protection, Artech House, 2003.

2. Cox I. J., Miller M. L., Bloom J. A.: Digital Watermarking, The Morgan Kaufmann Series in Multimedia Information and Systems, Morgan Kaufman Publishers, San Francisco 2002.

3. Gruhl D., Bender W., Lu A.: Echo Hiding, in Information Hiding: First International Workshop, Vol. 1174 of Lecture Notes in Computer Science, Cambridge, U.K., Springer-Verlag, 1996.

4. Katzenbeisser S., Petitcolas F. A. P. (eds.): Information Hiding Techniques for Steganography and Digital Watermarking, Artech House, Norwood MA, 2000.

	Additional information
	


	Course title
	AUDIO SIGNAL PROCESSING 

	Teaching method
	Lectures and laboratories

	Person responsible for the course
	Ph.D. Eng. Mirosław Łazoryszczak
	E-mail address to the person responsible for the course
	mlazoryszczak@wi.zut.edu.pl 

	Course code 

(if applicable)
	06
	ECTS points
	2

	Type of course
	optional
	Level of course
	S1

	Semester 
	summer
	Language of instruction
	English

	Hours per week
	Lecture: 1 h, Laboratory: 1 h
	Hours per semester
	Lectures: 15 h, Laboratories: 15 h

	Objectives of the course
	An analysis of sound is important area of interest in multimedia processing. Nowadays audio is almost digital, however input and output of audio systems still remain analog. Therefore, in this course selected topics of audio acquisition and signal processing techniques are considered.

	Entry requirements
	introduction to digital signal processing, basic knowledge of Matlab

	Course contents
	basics of sound, audio perception, acoustical signal acquisition, transducers – microphones and speakers, recording studios: acoustics and equipment, audio signal representations and sound analysis, digital filters, sound effects, sound modeling and synthesis, selected applications of audio processing: noise reduction, automatic recognition of music,

	Assessment methods
	grade, lab work

	Recommended readings
	1. Rochesso D.: Introduction to Sound Processing, 2003, http://profs.sci.univr.it/~rocchess/htmls/corsi/SoundProcessing/SoundProcessingBook/sp.pdf

2. Smith S. W.: Digital Signal Processing. A Practical Guide for Engineers and Scientists, http://www.dspguide.com/pdfbook.htm

3. Eargle J.: The Microphone Book, Elsevier, Focal Press, 2005

4. Everest F. A.: Master Handbook of Acoustics, 2001

5. Kostek B.: Soft Computing in Acoustics, Springer-Verlag, 1999.

	Additional information
	


	Course title
	COMPUTER SYSTEM ARCHITECTURE 

	Teaching method
	Lectures and laboratories

	Person responsible for the course
	Ph.D. Eng. Mariusz Kapruziak
	E-mail address to the person responsible for the course
	mkapruziak@wi.zut.edu.pl 

	Course code 

(if applicable)
	07
	ECTS points
	4

	Type of course
	obligatory
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 2, labs: 2.
	Hours per semester
	Lecture: 30, labs: 30.

	Objectives of the course
	Computer architectures, starting from von-Neumman and first electronics computers ending in supercomputers based on networks of superscalar machines, low power pervasive computing and modern alternatives to classical schema (like reconfigurable computing).

	Entry requirements
	none

	Course contents
	Von Neumann machine and advent of commercial computers, basics of execution and control unit functionality (on example of x86 and PIC architecture), memory hierarchy and cache memory (its influence on efforts on program code optimization in particular), ARM architecture and low power designs (like palmtops, smartphones), protected mode and its influence on modern operation systems, driver design for MS Windows and Linux systems. Instruction Level Paralellism (especially superscalar and VLIW/DSP architectures). Modern microprocessors. Supercomputers and networks of computers aimed to solve particular problems. Reconfigurable systems and modern alternatives to von Neumann machines.

	Assessment methods
	Final Exam and Laboratory reports

	Recommended readings
	1) W. Stallings, Computer Organization and Architecture, Prentice Hall 2003

2) J. Stokes, Inside the Machine, No Starch Press, 2007

3) P.E. Ceruzzi, A History of Modern Computing, The MIT Press 2003

4) J. Silc, B. Robic, T Ungerer, Processor Architecture From Dataflow to Superscalar and Beyond, Springer Verlag 1999

5) W. Oney, Programming the Microsoft Windows Driver Model, Microsoft Press 2003

6) P. Raghavan, A. Lad, S. Neelakandan, Embedded Linux System Design and Development, Auerbach Publications 2006

7) P. Orwick, G. Smith, Developing Drivers with the Windows Driver Foundation, Microsoft Press 2007

8) D. Bovet, Understanding the Linux Kernel, O’Reilly 2005

9) K. Kaspersky, Code Optimization: Effective Memory Usage, A-List Publishing 2003

	Additional information
	


	Course title
	FPGA DESIGN AND RECONFIGURABLE COMPUTING  

	Teaching method
	Lectures and laboratories

	Person responsible for the course
	Ph.D. Eng. Mariusz Kapruziak
	E-mail address to the person responsible for the course
	mkapruziak@wi.zut.edu.pl 

	Course code 

(if applicable)
	08
	ECTS points
	4

	Type of course
	elective
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 1, labs: 2.
	Hours per semester
	Lecture: 15, labs: 30.

	Objectives of the course
	Teach how to deal with and encourage to use reconfigurable devices as a well-established alternative to von-neumann and DSP processors.

	Entry requirements
	none

	Course contents
	FPGA/CPLD devices architecture, Verilog language, basics of VHDL language, SystemVerilog and TLM (Transaction Level Modeling), synthesis methodology, emerging and experimental/future reconfigurable architectures, dynamic reconfiguration, typical soft-processor designs, FPGA implementations of DSP algorithms.

	Assessment methods
	Final Exam and Laboratory reports

	Recommended readings
	1. C.M. Maxfield, The Design Warrior’s Guide to FPGAs, Linacre House 2004

2) Xilinx, Spartan-3 FPGA Family Complete Datasheet, 2007

3) S. Sutherland, S. Davidmann, P. Flake, SystemVerilog for Design, A Guide to Using SystemVerilog for Hardware Design and Modeling, Springer

4) K.K. Parhi, VLSI Digital Signal Processing Systems, John Wiley & Sons 1999

5) S. Kilts, Advanced FPGA Desing, John Wiley & Sons, 2007

6) S. S.  Bhattacharyya, Hardware/Software Co-synthesis of DSP Systems, Programmable Digital Signal Processors, 2001

7) L. Wanhammar, DSP Integrated Circuits, Academic Press 1999

8) H. Corporal, Microprocessor Architectures from VLIW to TTA, John Wiley & Sons 1998

	Additional information
	


	Course title
	MICROPROCESSOR DESIGN AND SOFT-PROCESSORS 

	Teaching method
	Lectures and laboratories

	Person responsible for the course
	Ph.D. Eng. Mariusz Kapruziak
	E-mail address to the person responsible for the course
	mkapruziak@wi.zut.edu.pl 

	Course code 

(if applicable)
	09
	ECTS points
	5

	Type of course
	elective
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 2, labs: 1, project:t 1
	Hours per semester
	Lecture: 30, labs: 15, project: 15

	Objectives of the course
	Designing unique processors dedicated for particular tasks, deep understanding of processor functionality and acquiring skills to design your own processor.

	Entry requirements
	Computer System Architecture, FPGA Design and reconfigurable computing

	Course contents
	Different implementations of ALU from inside; synthesis of control unit; Internal bus implementations and its alternatives; low power technologies – methodologies, its advantages and pitfalls; cache, superscalar schemes and other probabilistic alternatives; formal methodologies for assessing processor performance and hardware-software cosynthesis; DSP specific designs, dynamic instruction set processors and processors with dynamic structure; arrays and networks of processors in one chip. Commercial and open projects for processor design on FPGA.

	Assessment methods
	Final Exam and Laboratory reports

	Recommended readings
	1) P. Ienne, R. Leupers, Customizable Embedded Processors: Design Technologies and applications, Morgan Kaufmann, 2006

2)  J. Nurmi, Processor Design: System-On-Chip Computing for ASICs and FPGAs, Springer 2007 

3) D. Liu, Kindle, Embedded DSP Processor Design, Volume 2: Application Specific Instruction Set Processors, Morgan Kaufmann 2008

4) W. Stallings, Computer Organization and Architecture, Prentice Hall 2003

5) J. Stokes, Inside the Machine, No Starch Press, 2007

6) J. Silc, B. Robic, T Ungerer, Processor Architecture From Dataflow to Superscalar and Beyond, Springer Verlag 1999

7) K. Kaspersky, Code Optimization: Effective Memory Usage, A-List Publishing 2003

	Additional information
	


	Course title
	MACHINE VISION AND ROBOT ALGORITHMS ON FPGA

	Teaching method
	Lectures and laboratories

	Person responsible for the course
	Ph.D. Eng. Mariusz Kapruziak
	E-mail address to the person responsible for the course
	mkapruziak@wi.zut.edu.pl 

	Course code 

(if applicable)
	10
	ECTS points
	4

	Type of course
	optional
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 2, labs: 1, project: 1.
	Hours per semester
	Lecture: 30,labs: 15, project: 15.

	Objectives of the course
	Designing structures for algorithms on FPGA to implement visual signal processing. Usage of FPGA in fields where conventional and DSP algorithms do not cope well.  

	Entry requirements
	FPGA Design and reconfigurable computing

	Course contents
	Classical matrix processing of visual signals, FPGA for  thresholding and filtering; morphological operations on FPGA; edge detection in application of estimating placement of electronic component on PCB board; Hough transform and its irregular random structure on FPGA; FPGA for random and dynamic structures; FPGA for 3D processing; camera interfaces and their support in FPGA devices

	Assessment methods
	Final exam and laboratory reports

	Recommended readings
	1) E.R. Davies, Machine Vision, Theory, Algorithms, Practicalities, Morgan Kaufmann 2005

2) C.Woehler, 3D Computer Vision: Efficient Methods and Applications, Springer 2009

3) RB.K. Horn, Robot Vision, The MIT Press 1986

4) J. Billngsley, R.Bradbeer, Mechatronics and Machine Vision in Practice, Springer 2007

5) J.Deschamps, G.Bioul, G.D.Sutter, Synthesis of Arithmetic Circuits: FPGA, ASIC and Embedded Systems, Wiley-Interscience 2006

6) S. Mann, Intelligent Image Processing, Wiley-IEEE 2001

7) N. Kehtarnavaz, M.Gamadia, Real-Time Image and Video Processing: From Research to Reality, Morgan&Claypool Publishers 2006

	Additional information
	


	Course title
	BRAIN-COMPUTER INTERFACE 

	Teaching method
	lecture, laboratory

	Person responsible for the course
	Ph.D. Hab. Izabela Rejer
	E-mail address to the person responsible for the course
	irejer@wi.zut.edu.pl 

	Course code 

(if applicable)
	11
	ECTS points
	4

	Type of course
	optional
	Level of course
	S1/S2/S3

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	L:2, Lab: 2
	Hours per semester
	L: 30, Lab: 30

	Objectives of the course
	The aim of the course is to teach students how to use an electroencephalographic device to create an interface which allow to communicate with the machine directly via the brain activity.   

	Entry requirements
	None

	Course contents
	1. Brain-computer interface (BCI) - an overview

2. Different types of BCI

3. Main aspects of brain structure and functionality

4. Methods for measuring the brain activity

5. BCI interference cycle

6. Paradigms for measuring EEG signals 

7. Theoretical and practical aspects of processing an EEG signal

8. Methods for classifying EEG signals

9. Preparing an experimental setup for creating BCI data set

10. Creating a BCI data set composed of EEG signals recorded during labs

11. Extracting features from the recorded data set

12. Training a classifier 

13. Creating a BCI

14. Testing the created BCI in real conditions  

	Assessment methods
	Project work: creating a brain-computer interface

	Recommended readings
	None hard literature

Scientific papers which will be handed during lectures.

	Additional information
	None


	Course title
	MOBILE APPLICATION DEVELOPMENT

	Teaching method
	Lectures and laboratories

	Person responsible for the course
	Ph.D. Eng. Radosław Maciaszczyk
	E-mail address to the person responsible for the course
	rmaciaszczyk@wi.zut.edu.pl 

	Course code 

(if applicable)
	12
	ECTS points
	4

	Type of course
	optional
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 1

Labs: 1

Project: 1
	Hours per semester
	Lecture: 15

Labs: 15

Project: 15.

	Objectives of the course
	Course providers concepts, tools and APIs needed to create applications for mobile devices with Android OS

	Entry requirements
	Required: Knowledge of at least one object programming language

Preferred: Java language

	Course contents
	Introducing to mobile device,The History of Android, Application Fundamentals, Activity lifecycle, User Interface, Sensors, Threads and Services, Storing and retrieving data, Networking, Multimedia, Location Services.

	Assessment methods
	Final exam and laboratory reports

	Recommended readings
	1. Ian F. Darwin, Android Cookbook, Problems and Solutions for Android Developers, O'Reilly 2012

2. Zigurd Mednieks, Laird Dornin, G. Blake Meike, Masumi Nakamura,  Programming Android, 2nd Edition-Java Programming for the New Generation of Mobile Devices, O'Reilly 2012

3. Mark L. Murphy, The Busy Coder's Guide to Android Development, CommonsWare – Digital version - http://commonsware.com/Android/

4. http://d.android.com

	Additional information
	


	Course title 
	BASH -  COMMAND LANGUAGE INTERPRETER

	Teaching method
	Lectures and laboratories

	Person responsible for the course
	Ph.D. Eng. Magdalena Szaber
	E-mail address to the person responsible for the course
	mszaber@wi.zut.edu.pl 

	Course code 

(if applicable)
	13
	ECTS points
	2

	Type of course
	optional
	Level of course
	S1

	Semester 
	winter / summer
	Language of instruction
	English

	Hours per week
	1 (lecture)

1 (laboratory)
	Hours per semester
	30

	Objectives of the course
	Practical skills, allowing the user to type command and scripts which cause actions. 

	Entry requirements
	none

	Course contents
	Bash is the most popular shell using in the Unix systems or command language interpreter.    Using manual, type commands, script definition, make scripts, use text editors (vi, vim, pico,nano), special character, variables and parameters, file operator, redirection, quoting, arithmetic operations, numerical constans, arithmetic evaluation, tables, conditionals, loop for while until, functions.

	Assessment methods
	Final Exam and Laboratory reports

	Recommended readings
	1. Bash Cookbook: Solutions and Examples for bash Users, Carl Albing, JP Vossen, Cameron Newham, O'Reilly, 2007

2. Learning the Bash Shell by Cameron Newham and Bill Rosenblatt, O'Reilly, 2005

3. http://www.gnu.org/software/bash/manual/
4. http://www.felixgers.de/teaching/shells/shells.html
5. http://tldp.org/LDP/abs/html/

	Additional information
	


	Course title
	PROGRAMMABLE CONTROL DEVICES 

	Teaching method
	Lecture and laboratory

	Person responsible for the course
	Ph.D. Eng. Sławomir Jaszczak
	E-mail address to the person responsible for the course
	sjaszczak@wi.zut.edu.pl

	Course code 

(if applicable)
	14
	ECTS points
	2

	Type of course
	elective
	Level of course
	S2

	Semester 
	summer or winter
	Language of instruction
	English

	Hours per week
	1 (L) + 1 (Lab)
	Hours per semester
	15(L) + 30(lab)

	Objectives of the course
	The outcome of the course is basic knowledge in programming industrial control devices and the ability to using them in real time systems. Students will be able to design, build and implement control algorithms dedicated to the real time control systems. Ladder Diagram, Function Block Diagram, Automation Basic, Structure Text basic programming skills will be acquired.

	Entry requirements
	Physics, mathematics, informatics, electronics

	Course contents
	(L): Programmable controllers (physical and logical construction, memory organization), programming of PLC controllers (a short introduction to basic programming languages (LD, ST, FBD), general rules related to the development and implementation of control algorithms,I/O signal standards); Examples of application).

(Lab) A complete course of programming PLC controllers, divided into two parts a logic and continuous process control, using GE VersaMaxMicro and/or B&R  controllers, (connecting a PLC controller with a computer and a plant (a process or machine to be controlled), a diagnostic and starting of the PLC in real conditions,  implementation of logic functions, timers, counters, PID algorithms (classical and fuzzy versions). 

	Assessment methods
	continuous assessment, project work, grade

	Recommended readings
	1. Bryan L.A., Bryan E.A. Programmable Controllers Theory and implementation. Industrial Text Company,Marietta 1997.

2. Astrom K., Hagglund T. PID controllers : Theory, design and tuning, Instrument Society of America, NY, 1995.

3. Manuals from GE and Bernecker&Reiner

	Additional information
	Maximum 5 students in one laboratory group.

A practical part of the course is related to programming various control devices e.g. PLC controllers mainly from Bernecker&Reiner (X20 controllers and power panels) and GE (VersaMax Micro controllers).


	 Course title
	 DATA ANALYSIS AND MACHINE LEARNING  

	 Teaching method
	Lectures (15h), laboratories (15h)

	 Person responsible for the  course
	Ph.D. Hab. Eng. Przemysław Klęsk
	E-mail address to the person responsible for the course
	pklesk@wi.zut.edu.pl


	Course code 

(if applicable)
	15
	ECTS points
	3 

	Type of course
	Facultative, optional
	Level of course
	S2

	Semester 
	winter or summer
	Language of 

instruction
	English

	Hours per week
	Lecture 1h, laboratories 1h
	Hours per semester
	Lectures 15h, laboratories 15h

	Objectives of the course
	To explain to students the posing of learning problems based on the data. To teach students learning algorithms and data-analysis techniques with focus on the generalization property and model complexity selection.

	Entry requirements
	Basics of higher mathematics. Good skills in programming.

	Course contents
	Recollections of elements of probability theory and statistics. Principal component analysis. Margin of separation in pattern recognition and Support Vector Machines algorithm. Regression estimation tastk and Multivariate Adaptive Regression Splines algorithm. Clustering analysis – K-means algorithm.



	Assessment methods
	Lecture: written exam

Laboratories: programs (Matlab) implementing the algorithms and short written tests

	Recommended 

readings
	1. Hastie, T. and Tibshirani, R. and Friedman, J., “The Elements of Statistical Learning: Data Mining, Inference, and Prediction”, Springer, 2009

2. Bishop, C., “Pattern recognition and machine learning”, Information Science and Statistics, 2007

	Additional information
	


	Course title
	DATA MINING ALGORITHMS 

	Teaching method
	Lectures (15h), laboratories (30h)

	Person responsible for the course
	Ph.D. Hab. Eng. Przemysław Klęsk
	E-mail address to the person responsible for the course
	pklesk@wi.zut.edu.pl

	Course code 

(if applicable)
	16
	ECTS points
	3 

	Type of course
	obligatory
	Level of course
	S2

	Semester 
	winter or summer
	Language of 

instruction
	English

	Hours per week
	Lecture 1h, laboratories 2h
	Hours per semester
	Lectures 15h, laboratories 30h

	Objectives of the course
	To show to students different types of data-mining/learning tasks that can be related to large data sets. To teach them algorithms to solve these tasks and to discover interesting patterns in the data sets.

	Entry requirements
	Basics of higher mathematics. Good skills in programming.

	Course contents
	Recollections of elements of probability theory and statistics. Pattern recognition with naïve Bayes classifier. Induction (search) of association rules in shopping data - “A priori” algorithm. Induction of decision rules, Pareto-optimal rules, rules assessment measures. Pattern recognition with decision trees – CART algorithm, tree pruning techniques.

	Assessment methods
	Lecture: written exam

Laboratories: programs (Matlab) implementing the algorithms and short written tests

	Recommended 

readings
	1. Hastie, T. and Tibshirani, R. and Friedman, J., “The Elements of Statistical Learning: Data Mining, Inference, and Prediction”, Springer, 2009

2. Bishop, C., “Pattern recognition and machine learning”, Information Science and Statistics, 2007

	Additional information
	


	Course title
	 INTRODUCTION TO ARTIFICIAL INTELLIGENCE 

	Teaching method
	Lectures (15h), laboratories (15h)

	Person responsible for the course
	Ph.D. Hab. Eng. Przemysław Klęsk
	E-mail address to the person responsible for the course
	pklesk@wi.zut.edu.pl

	Course code 

(if applicable)
	17
	ECTS points
	3 

	Type of course
	obligatory
	Level of course
	S1

	Semester 
	winter 
	Language of

instruction
	English

	Hours per week
	Lecture 1h, laboratories 1h
	Hours per semester
	Lectures 15h, laboratories 15h

	Objectives of the course
	To teach students algorithms allowing to solve elementary problems posed within AI. In particular: search problems, game-playing problems, pattern recognition problems and discrete optimization problems.

	Entry requirements
	Basics of higher mathematics. Good skills in programming and object-oriented programming.

	Course contents
	Problems posed within AI and definitions of artificial thinking (Turing's imitation game, Minsky's views). Search problems: sudoku, minimal sudoku, sliding puzzle, n-queens problem; and graph-based search algorithms: A*, Best-First-Search, Dijkstra's algorithm. Games-playing problems: chess, checkers, connect 4; and tree-search algorithms: MIN-MAX, alpha-beta pruning. Pattern recognition with elementary neural networks: Rosenblatt's perceptron, multi-layer-perceptron. Discrete optimization problems: knapsack problem, traveling salesman problem; solutions with genetic algorithms. 

	Assessment methods
	Lecture: written exam

Laboratories: programs (Java/C++, Matlab) implementing the algorithms and short written tests

	Recommended 

readings
	1. Zhang, W., “State-Space Search: Algorithms, Complexity, Extensions, and Applications”, Springer, 1999.

2. Haykin, S., “Neural networks. A comprehensive foundation”. Macmillan College Publishing Company, New York, 1994.

3. Prepared materials available online at: wikizmsi.zut.edu.pl

	Additional information
	


	Course title
	METHODS OF ARTIFICIAL INTELLIGENCE IN COMPUTER GAMES 

	Teaching method
	Lectures (15h), laboratories (15h)

	Person responsible for the course
	Ph.D. Hab.  Eng. Przemysław Klęsk
	E-mail address to the person responsible for the course
	pklesk@wi.zut.edu.pl

	Course code 

(if applicable)
	18
	ECTS points
	3 

	Type of course
	Facultative, advanced
	Level of course
	S2

	Semester 
	summer
	Language of

 instruction
	English

	Hours per week
	Lecture 1h, laboratories 1h
	Hours per semester
	Lectures 15h, laboratories 15h

	Objectives of the

course
	To teach students advanced techniques/algorithms in search problems and games-playing problems. Special regard to: games of imperfect information and games with random elements, dynamic or online-observable environments.

	Entry requirements
	Basics of higher mathematics. Introduction to artificial intelligence. Good skills in programming and object-oriented programming.

	Course contents
	Search problems in dynamic environments or environments with imperfect information – D*/Stentz algorithm. Elements of game theory – zero-sum games, MINIMAX theorem, optimal mixed strategy, Nash equilibrium. Braess paradox. Games with tree representations, games complexity measures. Fail-soft, fail-hard alpha beta pruning, Knuth-Moore theorem. Quiescence, refutation tables, killer heuristic. Scout algorithm, zero-width search windows (negamax, negascout). Expecti minimax. Montecarlo approaches to card games. Reinforcement learning, Q-learning algorithm.

	Assessment methods
	Lecture: written exam

Laboratories: inventive programs written in pairs competing against programs by other students

	Recommended 

readings
	1. Zhang, W., “State-Space Search: Algorithms, Complexity, Extensions, and Applications”, Springer, 1999.

2. Laramee, D. “Chess Programming I-V”, 2000.

3. Knuth, D.E. and Moore, R.W., “An analysis of Alpha-Beta Pruning”, Artificial Intelligence, 1975

	Additional information
	


	Course title
	PATTERN RECOGNITION METHODS 

	Teaching method
	Lectures (15h), laboratories (15h)

	Person responsible for the course
	Ph.D. Hab. Eng. Przemysław Klęsk
	E-mail address to the person responsible for the course
	pklesk@wi.zut.edu.pl

	Course code 

(if applicable)
	19
	ECTS points
	3 

	Type of course
	Facultative optional
	Level of course
	S2

	Semester 
	summer
	Language of

instruction
	English

	Hours per week
	Lecture 1h, laboratories 1h
	Hours per semester
	Lectures 15h, laboratories 15h

	Objectives of the 

course
	To show to students different types of learning tasks. To teach students advanced aspects on generalization and convergence in statistical learning.

	Entry requirements
	Basics of higher mathematics. Good skills in programming.

	Course contents
	Elements of Vapnik's Statistical Learning Theory. Observational setting, learning machine, true error and sample error, Chernoff's inequality, uniform convergence, Vapnik bounds on true error, sample complexity, Vapnik-Chervonenkis dimension. Support Vector Machines algorithm. Temporal pattern recognition, random processes, Hidden Markov models.

	Assessment methods
	Lecture: written exam

Laboratories: programs (Matlab) implementing the algorithms and short written tests

	Recommended

 readings
	1. Vapnik, V., “Statistical Learning Theory”, Wiley and Sons, 1998

2. Hastie, T. and Tibshirani, R. and Friedman, J., “The Elements of Statistical Learning: Data Mining, Inference, and Prediction”, Springer, 2009

3. Bishop, C., “Pattern recognition and machine learning”, Information Science and Statistics, 2007

	Additional information
	


	Course title
	EXPERT SYSTEMS

	Teaching method
	Lecture and laboratory

	Person responsible for the course
	Ph.D. Eng. Joanna Kołodziejczyk
	E-mail address to the person responsible for the course
	jkolodziejczyk@wi.zut.edu.pl

	Course code 

(if applicable)
	20
	ECTS points
	2

	Type of course
	elective
	Level of course
	S2

	Semester 
	summer
	Language of instruction
	English

	Hours per week
	1 (L) + 1 (Lab)
	Hours per semester
	15(L) + 15(lab)

	Objectives of the course
	The outcome of the course is basic knowledge in expert systems and the ability to recognize areas of implementation. Students will be able to design, build and implement rule-based expert systems. Prolog and CLIPS basic programming skills will be acquired.

	Entry requirements
	Algorithms and data structures

	Course contents
	(L) A brief introduction to expert systems including the most prominent examples.  Knowledge representation paradigms (with emphasis on rule-based systems). Study of logic and inference rules. Basic aspects of reasoning under uncertainty. Systems under uncertainty: Bayesian reasoning, certainty factors and fuzzy expert systems.

(Lab) Prolog programming for expert systems. CLIPS basics including rule-based systems development.

	Assessment methods
	continuous assessment, project work, grade

	Recommended readings
	1. Russel S., Norvig P.: ‘Artificial Intelligence A modern approach’ Prentice Hall, 2003

2. Ivan Bratko, ‘Prolog programming for AI’ 2001

	Additional information
	Maximum 5 students in one laboratory group. 


	Course title
	HEURISTIC OPTIMIZATION METHODS

	Teaching method
	Lecture and laboratory

	Person responsible for the course
	Ph.D. Eng. Joanna Kołodziejczyk
	E-mail address to the person responsible for the course
	jkolodziejczyk@wi.zut.edu.pl

	Course code 

(if applicable)
	21
	ECTS points
	3

	Type of course
	elective
	Level of course
	S2

	Semester 
	summer
	Language of instruction
	English

	Hours per week
	1 (L) + 1 (Lab)
	Hours per semester
	15(L) + 15(lab)

	Objectives of the course
	The course will introduce and discuss heuristic optimization techniques with a main focus on stochastic local search techniques. It is designed to enable students to apply optimization techniques in various real and test problems. Student will be aware of the power, and the limitations, of optimization methods.

	Entry requirements
	Basic mathematics and programming skills.

	Course contents
	(L) Introduction to optimization – problem definition. An evolution paradigm in stochastic search based on Evolution Strategies. Ant colony optimization for discrete problems. Particle Swarm Optimization as a robust optimization method in continues domain. Artificial Immune Systems as an optimization tool. New directions - an overview of recently developed algorithms. 

(Lab) Practical implementation of heuristic algorithms.

	Assessment methods
	Written exam and Homework: programs implement algorithms for chosen optimization problem.

	Recommended readings
	1. Beyer, Hans-Georg. ‪The theory of evolution strategies‬ , Berlin : Springer-Verl., 2001

2. Global Optimization Algorithms - Theory and Application by Thomas Weise 

(http://www.it-weise.de)

3. Zbigniew Michalewicz and David Fogel, How to Solve it: Modern Heuristics. Springer Verlag, 2000.



	Additional information
	Maximum 5 students in one laboratory group. 


	Course title
	KNOWLEDGE EXTRACTION FROM DATA WITH ROUGH SET METHOD AND ITS APPLICATIONS 

	Teaching method
	Lectures (15h), laboratories (15h)

	Person responsible for the course
	Prof. Andrzej Piegat
	E-mail address to the person responsible for the course
	apiegat@wi.zut.edu.pl

	Course code 

(if applicable)
	22
	ECTS points
	3

	Type of course
	Facultative, optional
	Level of course
	S1, S2, S3

	Semester 
	Winter / summer 
	Language of instruction
	English

	Hours per week
	1h lectures, 1h laboratories
	Hours per semester
	15h lectures, 15h laboratories

	Objectives of the course
	Teaching students how to extract easily understandable knowledge from large data basis concerning any area (technical, economic, medical) with rough sets.

	Entry requirements
	Basic knowledge of high mathematics

	Course contents
	Uncertainty of information, consistent and inconsistent data, elementary conditional sets, concepts, attribute reduction, atomic rule extraction, rule reduction and aggregation, evaluation of rule base, examples of application of rough sets in technical, economic and medical problems (data basis).

	Assessment methods
	Individual  homework

	Recommended readings
	1.Polkowski L.; Rough sets. Mathematical foundations. Physica-Verlag. A Springer-Verlag Company, 2002,

2. Polkowski L., Skowron A. (editors); Rough sets in knowledge discovery. Physica-Verlag, Berlin, 1998.

3. Pal S.K., Skowron A. (editors); Rough fuzzy hybridization: a new trend in decision-making. Springer-Verlag, Singapore, 1999.

	Additional information
	There are few methods able to extract knowledge from numerical and ordered data bases but rough sets is the only one that is able to extract knowledge from data basis containing any type of variables: numerical, qualitative, ordered and non-ordered variables. Rough set theory is a branch of artificial intelligence.


	Course title
	ESSENTIALS OF FUZZY LOGIC AND ITS APPLICATION TO SYSTEM MODELING AND CONTROL 

	Teaching method
	Lectures  (15h), laboratories (15h)

	Person responsible for the course
	Prof. Andrzej Piegat
	E-mail address to the person responsible for the course
	apiegat@wi.zut.edu.pl

	Course code 

(if applicable)
	23
	ECTS points
	5

	Type of course
	Facultative, optional
	Level of course
	S1,S2, S3

	Semester 
	Winter / summer 
	Language of instruction
	English

	Hours per week
	Lectures 2h, laboratories 2h
	Hours per semester
	Lectures 15h, laboratories 15h.

	Objectives of the course
	To teach students how expert knowledge can be implemented in computers in form of models to support solution of real problems from any area, e.g. technical, economic, medical problems, etc.

	Entry requirements
	Basic knowledge of high mathematics 

	Course contents
	Numerical and linguistic values, construction of one-variable membership functions, construction of rule basis from expert knowledge, construction of fuzzy models from data with neuro-fuzzy networks, application of fuzzy logic in modeling and control of technical, economic, medical and other problems.

	Assessment methods
	An individual homework (individual project)

	Recommended 

readings
	1. Piegat A.;Fuzzy modeling and control. Physica-Verlag, Heidelberg, New York, 2001

2. Brown M., Harris C.; Neurofuzzy adaptive modeling and control. Prentice Hall International (UK) Limited, 1994.

3. Pedrycz W., Fernando G.; Fuzzy systems engineering. Toward human-centric computing. Wiley-Interscience, Hoboken, New Jersey, 2007.

	Additional information
	Fuzzy logic is a modern branch of artificial intelligence that allows modeling of human, mostly expert knowledge and its use to solve difficult real problems or to control industrial plants, ships, air-plains, etc. It also finds wide application in scientific investigations. It is easy understandable for people  (human-friendly).


	Course title
	C# PROGRAMMING LANGUAGE

	Person responsible for the course
	M.Sc. Eng. Marcin Pietrzykowski
	E-mail address to the person responsible for the course
	mpietrzykowski@wi.zut.edu.pl

	Course code 

(if applicable)
	24
	ECTS points
	4

	Type of course
	Facultative, optional
	Level of course
	S1/S2

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 1h, Lab 2h
	Hours per semester
	Lecture: 15 hours

Lab. Exercises: 30 hours

	Teaching method
	Lecture,  Laboratory

	Objectives of the course
	Familiarization with C# programming language and Microsoft .NET framework. 

	Entry requirements
	Basic knowledge of at least one object programming language will be helpful.

	Course contents
	1. Introduction to: Object Oriented Programming, Managed Languages and C#

2. Constructing Complex Types; Object Interfaces and Inheritance

3. Controlling Programmatic Flow; Manipulating Types and Strings

4. Console Applications and Windows Forms Applications

5. Working with the File System, Generic Collections, Threading namespace.

	Assessment methods
	Written exam (Lecture), continuous assessment (Lab)

	Recommended readings
	1. John Sharp, “Microsoft Visual C# 2012 Step by Step”

2. Karli Watson, Jacob Vibe Hammer, Jon Reid, Morgan Skinner, Daniel Kemper, Christian Nagel, “Beginning Visual C# 2012 Programming”

3. http://en.wikibooks.org/wiki/C_Sharp_Programming



	Additional information
	None


	Course title
	HIDDEN MARKOV MODELS AND ITS APPLICATIONS

	Person responsible for the course
	M.Sc. Eng. Marcin Pietrzykowski
	E-mail address to the person responsible for the course
	mpietrzykowski@wi.zut.edu.pl

	Course code 

(if applicable)
	25
	ECTS points
	4

	Type of course
	Facultative, optional
	Level of course
	S1/S2

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 1h, Lab 1h
	Hours per semester
	Lecture: 15 hours

Lab. Exercises: 15 hours

	Teaching method
	Lecture,  Laboratory

	Objectives of the course
	Teaching students how Markov Models are constructed, how do they works and how they can be applied to patter recognition tasks. 

	Entry requirements
	Basics of higher mathematics. Introduction to artificial intelligence. 

	Course contents
	Construction of Markov Models, Hidden Markov Models (HMM). Model types. Algorithms used in HMM: forward-backward algorithm, Viterbi Algorithm, Baum-Welch  Reestimation method. Continuous Observation Densities. Implementation Issues for HMM: variables scaling, multiple observations sequences. Examples of using HMM. 

	Assessment methods
	Written exam (Lecture), continuous assessment (Lab)

	Recommended readings
	1. Ming Liao, “Applied Stochastic Processes”

2. Andrew M. Fraser, “Hidden Markov Models and Dynamical Systems”

3. Gernot A. Fink, “Markov Models for Pattern Recognition: From Theory to Applications”

	Additional information
	Hidden Markov models are especially known for their application in temporal pattern recognition such as speech, handwriting, gesture recognition, part-of-speech tagging, musical score following, partial discharges and bioinformatics.


	Course title
	ARTIFICIAL NEURAL NETWORKS AND THEIR APPLICATION IN SYSTEM MODELING 

	Teaching method
	Lectures (15h) and laboratories (15h)

	Person responsible for the course
	Ph.D. Eng. Marcin Pluciński
	E-mail address to the person responsible for the course
	mplucinski@wi.zut.edu.pl

	Course code 

(if applicable)
	26
	ECTS points
	3

	Type of course
	Facultative, optional
	Level of course
	S1, S2, S3

	Semester 
	winter / summer 
	Language of instruction
	English

	Hours per week
	Lectures 2h, laboratories 2h,

Every second week
	Hours per semester
	Lectures 15h, laboratories 15h

	Objectives of the course
	Teaching students how neural networks are constructed, how do they learn and how they can be applied to solve real tasks in any branch of industry, economy, etc.

	Entry requirements
	Basic knowledge of high mathematics

	Course contents
	General construction of neural networks, meaning of weight and threshold coefficients, expert-adaptation of coefficients, adaptation with error-back-propagation method, special phenomena in neural networks and practical advices referring to applications of neural networks, examples of application of neural networks to real problem solution. 

	Assessment methods
	Written exam

	Recommended

readings
	1. Haykin S.; Neural networks. A comprehensive foundation. Macmillan College Publishing Company, New York, 1994.

2. Masters T.: Practical network recipes in C++. Academic Press Inc, 1993.

3. Brown M., Harris C.; Neurofuzzy adaptive modeling and control. Prentice Hall International (UK) Limited, 1994.

	Additional information
	Artificial neural networks are part of artificial intelligence constructing similarly to human neural networks and possessing ability to learn from examples representing the problem under solution. They are widely used in technical, economic, medical and other applications.


	Course title
	CAD/CAE SYSTEMS 

	Teaching method
	lecture, laboratory exercises

	Person responsible for the course
	Ph.D. Eng. Marcin Pluciński
	E-mail address to the person responsible for the course
	mplucinski@wi.zut.edu.pl

	Course code 

(if applicable)
	27
	ECTS points
	2

	Type of course
	obligatory
	Level of course
	S1

	Semester 
	summer
	Language of instruction
	English

	Hours per week
	lecture: 1 hour

lab. exercises: 2 hours
	Hours per semester
	lecture: 15 hours

lab. exercises: 30 hours

	Objectives of the course
	The first objective of this course is to give fundamental knowledge about the basics of Matlab as well as practical skills in working and programming in this system.

The second objective is to teach students the basic commands necessary for professional 2D and 3D drawing and design using AutoCAD.

	Entry requirements
	Introduction to Computer Science

	Course contents
	The first part of the course introduces the student to the programming in MATLAB to develop scientific and engineering models. The student will be able to write beginner level programs that include conditional statements, repetition loops, input/output of files, modular programming including subprograms, and matrix manipulation. Main topics:

- introduction to Matlab environment, 

- defining matrices, 

- matrix manipulations, 

- data structures, 

- 2D and 3D graphics,

- creating Matlab functions, 

- Simulink and other advanced Matlab subjects.

The second part of the course introduces the student to the CAD systems (basic concepts, history, main features and tasks, structure of the system, basics of geometric modeling). During laboratory exercises, student will work in AutoCAD environment. Main topics:

- navigating the working environment, 

- creating basic drawings, 

- manipulating and altering objects,

- drawing organization and inquiry commands,

- dimensioning, 

- plotting drawings, 

- 3D foundations, 

- simple solids, 

- creating solids & surfaces from 2D objects, 

- modifying in 3D space, 

- visualization 

	Assessment methods
	lecture: exam

laboratory exercises: evaluation of student drawings and programs

	Recommended readings
	MATLAB – the Language of Technical Computing, The MathWorks Inc.

AutoCAD 2009 – user's Guide, Autodesk Inc.

(both available online)

	Additional information
	


	Course title
	THE MULTI-CRITERIA DECISION-MAKING METHODS

	Teaching method
	Lecture and Laboratory

	Person responsible for the course
	M.Sc. Eng. Wojciech Sałabun 
	E-mail address to the person responsible for the course
	wsalabun@wi.zut.edu.pl

	Course code 

(if applicable)
	28
	ECTS points
	5

	Type of course
	Elective
	Level of course
	S1, S2

	Semester 
	Winter/Summer
	Language of instruction
	English

	Hours per week
	2L + 1Lab
	Hours per semester
	30L + 15Lab

	Objectives of the course
	The acquisition of decision-making skills based on the method of Multi-Criteria Decision-Making (MCDM).

	Entry requirements
	The course does not require any previous knowledge.

	Course contents
	Lecture:

1. Description of decision making problems (structure, elements etc.)

2. Review of the MCDM methods (achievements and main directions of researches)

3. The WSM and WPM methods (examples, application, benefits, defects, etc.)

4. The AHP and ANP methods (examples, application, benefits, defects, etc.)

5. The ELECTRE methods (examples, application, benefits, defects, etc.)

6. The TOPSIS methods (examples, application, benefits, defects, etc.)

7. The Fuzzy methods in decision-making (examples, application, benefits, defects, etc.)

Laboratory:

1. Solving decision problems by using WSM and WPM methods

2. Solving decision problems by using TOPSIS methods

3. Solving decision problems by using AHP methods

4. Solving decision problems by using ELECTRE methods

5. Solving decision problems by using ANP methods

6. Solving decision problems by using Fuzzy Logic



	Assessment methods
	Written exam (Lecture), continuous assessment (Lab)

	Recommended readings
	Not obligatory literature:

1. Triantaphyllou E., Multi-Criteria Decision Making Methods: A Comparative Study, Kluwer, 2010.

2. Kahraman C., Fuzzy Multi-Criteria Decision Making: Theory and Applications with Recent Developments, Springer Optimization and Its Applications, 2009

3. Saaty T. L. and Vargas L. G., Models, Methods, Concepts & Applications of the Analytic Hierarchy Process, Springer 2012.

4. Greco S. and Ehrgott M.,  Figueira J.R. Trends in Multiple Criteria Decision Analysis, Springer 2012.

5. Rogers M. G., Bruen M., Maystre Lucien-Yves, ELECTRE and Decision Support: Methods and Applications in Engineering and Infrastructure Investment, Kluwer, 2010.

6. Greco S. et al., Multiple Criteria Decision Analysis: State of the Art Surveys, International Series in Operations Research & Management Science, 2004 

	Additional information
	None


	Course title
	INTRO TO MATHEMATICAL PROGRAMMING

	Person responsible for the course
	M.Sc. Eng. Wojciech Sałabun
	E-mail address to the person responsible for the course
	wsalabun@wi.zut.edu.pl

	Course code 

(if applicable)
	29
	ECTS points
	6

	Type of course
	Obligatory
	Level of course
	S1, S2

	Semester 
	Winter/Summer
	Language of instruction
	English

	Hours per week
	2 (L) + 2 (Lab)
	Hours per semester
	30 (L) + 30 (Lab)

	Teaching method
	Lecture + Laboratory

	Objectives of the course
	Mathematical programming is about solving optimization problems. 

The course introduces to techniques for solving optimization tasks based on traditional methods (list of methods is in the course content).



	Entry requirements
	The course does not require any previous knowledge.

	Course contents
	1. Linear programming (geometric method, simplex algorithm, etc.)

2. Transportation theory (transport task , etc.)

4. Network Programming (mathematical programming, e.g., Program Evaluation and Review Technique (PERT), Critical Path Method (CPM), etc.)

3. Traveling salesman problem (description of the problem, computing a solution, etc.)



	Assessment methods
	continuous assessment (Lab) + written exam (Lecture)

	Recommended readings
	Not obligatory literature:

1. Boyd S., Vandenberghe L.: 'Convex Optimization', Cambridge University Press, 2004.

2. Gass SI.: 'Linear Programming: Methods and Applications', Dover Publications Inc., 2011.

3. Whittle P.: 'Networks: Optimisation and Evolution', Cambridge University Press, 2007.

4. Applegate DL., Bixby RE., Chvátal V., Cook WJ.: 'The Traveling Salesman Problem: A Computational Study', Princeton University Press, 2007.

5. Villani C., Pajot H., Ollivier Y.: 'Optimal Transportation: Theory and Applications', Cambridge University Press, 2014.



	Additional information
	None


	Course title
	INTRO TO STATISTIC: MAKING DECISIONS BASED ON DATA

	Person responsible for the course
	M.Sc. Eng. Wojciech Sałabun
	E-mail address to the person responsible for the course
	wsalabun@wi.zut.edu.pl

	Course code 

(if applicable)
	30
	ECTS points
	6

	Type of course
	Obligatory
	Level of course
	S1, S2

	Semester 
	Winter/Summer
	Language of instruction
	English

	Hours per week
	2 (L) + 2 (Lab)
	Hours per semester
	30 (L) + 30 (Lab)

	Teaching method
	Lecture,  Laboratory

	Objectives of the course
	Statistics is about extracting meaning from data. The course introduces to techniques for visualizing relationships in data and systematic techniques for understanding the relationships using mathematics.

	Entry requirements
	The course does not require any previous knowledge of statistics. Basic familiarity with algebra such as knowing how to compute the mean, median and mode of a set of numbers will be helpful but not necessary. 



	Course contents
	Lecture and workshop on:

1. Visualizing relationships in data (seeing relationships in data and predicting based   on them, simpson's paradox, etc.)

2. Probability (Bayes Rule, correlation vs. causation, etc.)

3. Estimation (maximum likelihood estimation, mean, median, mode, standard deviation, variance, etc.)

4. Outliers and normal distribution (outliers, quartiles, binomial distribution, central limit theorem, manipulating normal distribution, etc.)

5. Inference (confidence intervals, hypothesis testing, etc.)

6. Regression (linear regression, correlation, etc.)



	Assessment methods
	continuous assessment (Lab) + written exam (Lecture)

	Recommended readings
	Not obligatory literature:

1. Mendenhall W., Beaver RJ., Beaver BM.: ‘Introduction to Probability and Statistics’, Cengage Learning, 2012. 

2. Russel S., Norvig P.: ‘Artificial Intelligence A modern approach’ Prentice Hall, 2003

3. Donnelly RA.: ‘The Complete Idiot's Guide to Statistics’, Alpha, 2007



	Additional information
	None


	Course title
	METHODS OF OPTIMIZATION

	Person responsible for the course
	M.Sc. Eng. Karina Tomaszewska
	E-mail address to the person responsible for the course
	mtomaszewska@wi.zut.edu.pl


	Course code 

(if applicable)
	31
	ECTS points
	2

	Type of course
	obligatory
	Level of course
	S1

	Semester 
	summer
	Language of instruction
	English

	Hours per week
	1(L) + 1(lab)
	Hours per semester
	15(L) + 15(lab)

	Teaching method
	Lectures (15h), laboratories (15h)

	Objectives of the course
	The main objective of this course is to give fundamental knowledge how to formulate the optimization problem in a correct way and choose the appropriate method to solve this problem.

	Entry requirements
	Basic knowledge of high mathematics

	Course contents
	1. Introduction to Methods of Optimization

 (Development of the optimization methods, types of the problems, setting of Nonlinear Constraint Problem)

2.  Extremum of a function of one variable 
(Fibbonacci and Golden Mean method, Secant method, Newton method)

3.  Unconstrained optimization
(Gradient search, Newton method and its modifications, Conjugate Gradient method, flip-flop type methods) 

4.  Constrained optimization 
(Lagrangians and Augmented Lagrangian Methods, Linear Programming, Nonlinear programming, Duality) 

5.  Review of various methods 
(Stochastic search, Genetic algorithms, Discrete methods)


	Assessment methods
	Lecture: written exam

Laboratories: programs (Matlab) implementing the algorithms

	Recommended readings
	1. Bertsimas D. and Tsitsiklis J., Introduction to Linear Optimization, Belmont, MA: Athena Scientific, 1997.

2. Cavazzuti M., Optimization Methods: From Theory to Desig, Springer-Verlag Berlin Heidelberg 2013.
3. Fletcher R., Practical methods of optimization, Wiley-Interscience New York, NY, USA, 1987.



	Additional information
	


	Course title
	COLOR MANAGEMENT 

	Teaching method
	lecture and laboratory

	Person responsible for the course
	PhD eng Przemyslaw Korytkowski
	E-mail address to the person responsible for the course
	pkorytkowski@zut.edu.pl 

	Course code 

(if applicable)
	32
	ECTS points
	4

	Type of course
	elective
	Level of course
	S1

	Semester 
	Winter / summer
	Language of instruction
	English

	Hours per week
	Lecture – 2 hour

Laboratory – 2 hours
	Hours per semester
	60

	Objectives of the course
	Before the completion of this course each student should be able to:

· Describe colour phenomena

· Understand various colour spaces (CIE LAB, CIE XYZ,  CIE xyY, CIE LUV, RGB, CMYK)

· Measure colour parameters using spectrophotometer

· Understand ICC profiles

· Organize a reliable colour management system

	Entry requirements
	

	Course contents
	Course outline:

1. Human colour reception

2. Standard colour spaces

3. Colour measurement

4. ICC profiles

5. Devices calibration

6. Colour Management System

	Assessment methods
	continuous assessment

	Recommended readings
	1. Fraser, B., C. Murphy, F. Bunting, Real World Color Management, Peachpit Press, 2004.

2. Sharma, A., Understanding Color Management, Delmar Cengage Learning, 2003

3. Giorgianni, E.J., T.E. Madden, M.A. Kriss, Digital Color Management: Encoding Solutions, Wiley, 2009

4. www.eci.org
5. www.color.org

	Additional information
	


	Course title
	COMPUTER MODELLING AND SIMULATION 

	Teaching method
	lecture and laboratory

	Person responsible for the course
	PhD eng Przemyslaw Korytkowski
	E-mail address to the person responsible for the course
	pkorytkowski@zut.edu.pl 

	Course code 

(if applicable)
	33
	ECTS points
	5

	Type of course
	elective
	Level of course
	S2

	Semester 
	Winter / summer
	Language of instruction
	English

	Hours per week
	Lecture – 1 hour

Laboratory – 2 hours
	Hours per semester
	45

	Objectives of the course
	Before the completion of this course each student should be able to:

· Understand how computer simulation works

· Realize a modelling project using computer simulation

· Understand how randomness should be taken into consideration while modelling

	Entry requirements
	Basics of probability theory and statistics

	Course contents
	This course will provide a comprehensive coverage on system modelling, statistical theory, and programming skill which are essential for carrying out simulation. Main topics on statistical theory will be illustrated with modelling and simulation exercises. Simulating with a general computer language and a simulation package are required.

Course outline:

1. Introduction to modelling

2. Approaches to computer simulation

3. Input data modelling

4. Design of experiments for simulation study

5. Output data analysis

	Assessment methods
	continuous assessment

	Recommended readings
	1. Kelton, W.D., R.P. Sadowski, N.B. Sweets, Simulation with Arena, McGraw Hill, 2009.

2. Banks, J., J.S. Carson, B.L. Nelson, D.M. Nicol, Discrete-Event System Simulation, Prentice Hall, 2009.

3. Law, A.M., W.D. Kelton, Simulation Modelling and Analysis, McGraw Hill, 2000.

4. Altiok, T., B. Melamed, Simulation Modeling and Analysis with ARENA, Academic Press, 2007.

	Additional information
	


	Course title
	LEAN MANAGEMENT 

	Teaching method
	lecture and project

	Person responsible for the course
	Przemyslaw Korytkowski
	E-mail address to the person responsible for the course
	pkorytkowski@zut.edu.pl 

	Course code 

(if applicable)
	34
	ECTS points
	5

	Type of course
	elective
	Level of course
	S2

	Semester 
	Winter / summer
	Language of instruction
	English

	Hours per week
	Lecture – 2 hour

Laboratory – 2 hours
	Hours per semester
	60

	Objectives of the course
	Before the completion of this course each student should be able to:

· Describe wastes in manufacturing environment

· Understand  lean principles

· Implement a small lean project in a manufacturing environment

· Asses a current situation on a production line

· Realize a Value Stream Mapping project

	Entry requirements
	Introduction to manufacturing systems; Quality management; Basic of probability and statistics

	Course contents
	Course outline:

1. Wastes

2. 5S programme

3. Push and pull production

4. Value Stream Mapping and Value Stream Design

5. Standardization

6. Internal logistics

7. Kanban

8. Total Productive Maintenance

9. Production levelling

10. Sustainable management

	Assessment methods
	continuous assessment

	Recommended readings
	1. Womack, J.P., D.T.Jones, D.Ross, The machine that changed the world, Harperperennial, 1990.

2. Ford, H., Today and Tomorrow, Productivity Press, 2003.

3. Ohno, T., Toyota Production system, Productivity Press, 1998.

4. Womack, J.P., D.T. Jones, Lean Thinking, Free Press, 2003.

5. Liker, J., M. Hoseus, Toyota Culture, McGraw Hill, 2008.

	Additional information
	


	Course title
	MANAGEMENT AND BUSINESS COMMUNICATION VIRTUALISATION 

	Teaching method
	Lecture

	Person responsible for the course
	Ph.D. Eng. Piotr Sulikowski
	E-mail address to the person responsible for the course
	psulikowski@wi.zut.edu.pl 

	Course code 

(if applicable)
	35
	ECTS points
	2

	Type of course
	compulsory
	Level of course
	S2

	Semester 
	summer
	Language of instruction
	English

	Hours per week
	1
	Hours per semester
	15

	Objectives of the course
	Students should demonstrate knowledge of key theories in organisations and be able to apply them to the analysis of organisational issues. Students should understand the importance of virtual organisations in the modern world, be aware of the ways they are created and how they function.  Students should learn to pay attention to precision, accuracy, and well-defined language in business communication. 

	Entry requirements
	Thorough knowledge in the fields of Organisation and Management as well as Information Systems. Information Technology background.

	Course contents
	Virtual Organisations: Genesis, Features, Classification. Information Systems in Virtual Organisations. Business Communication. Trust Management. Information Society.

	Assessment methods
	Major end-of-term written & oral exam plus smaller mid-lecture quizzes during the term.

	Recommended readings
	1. Warner M., Witzel M.: Managing in Virtual Organisations. London: International Thomson Business Press, 2004. 

2. Collins S.: Communication in a Virtual Organisation. Mason, OH: Thompson-South Western, 2003.

3. Grudzewski W., Hejduk I., Sankowska A., Wantuchowicz M.:  Trust Management in Virtual Work Environments. Boca Raton, FL: CRC Press, 2008.

	Additional information
	


	Course title
	DATA PROCESSING IN ONLINE MARKETING AND MANAGEMENT SYSTEMS 

	Teaching method
	Lecture / laboratories

	Person responsible for the course
	Phd eng Jarosław Jankowski
	E-mail address to the person responsible for the course
	jjankowski@wi.zut.edu.pl 

	Course code 

(if applicable)
	36
	ECTS points
	4

	Type of course
	Compulsory
	Level of course
	S1

	Semester 
	Winter/summer
	Language of instruction
	english

	Hours per week
	2 Lecture,  2 Laboratories
	Hours per semester
	60

	Objectives of the course
	The use of selected algorithms and methods in the exploration f data in web systems towards personalization and increase of their effectiveness. Applications of decision support systems in management and marketing targeted to online environment.

	Entry requirements
	HTML programming

	Course contents
	1) Personalization of web applications 

2) Optimization of web interfaces towards higher conversions

3) Recommending systems and collaborative filtering in ecommerce platforms

4) Text mining and web documents analysis

5) Data classification in online systems

6) Mining association rules from web repositories

7) Social network analysis 

8) Information diffusion in social networks

9) Data processing in virtual worlds and massive multiplayer systems

10) Fuzzy data processing in the Internet systems

11) Optimizations of internet advertising servers

	Assessment methods
	- written exam

- project work

- continuous assessment

	Bibliography
	1. Data Mining the Web: Uncovering Patterns in Web Content, Structure, and Usage, Zdravko Markov, Daniel Larose , 2007

2. Social Network Analysis: Methods and Applications, Stanley Wasserman, Katherine Faust,1994

3. Personalization Techniques And Recommender Systems, Gulden Uchyigit, Matthew Y Ma, 2008

	Additional information
	


	Course title
	DATA PROCESSING AND PERSONALIZATION OF WEB SYSTEMS 

	Teaching method
	Lecture / laboratories

	Person responsible for the course
	PhD eng Jarosław Jankowski
	E-mail address to the person responsible for the course
	jjankowski@wi.zut.edu.pl 

	Course code 

(if applicable)
	37
	ECTS points
	4

	Type of course
	Compulsory
	Level of course
	S1

	Semester 
	Winter/summer
	Language of instruction
	english

	Hours per week
	2 Lecture,  2 Laboratories
	Hours per semester
	60

	Objectives of the course
	The use of selected algorithms and methods in the exploration of data in web systems towards personalization and increase of their effectiveness in management and marketing. Applications of decision support systems in management and marketing targeted to online environment.

	Entry requirements
	

	Course contents
	1) Personalization of web applications 

2) Optimization of web interfaces towards higher conversions

3) Recommending systems and collaborative filtering in ecommerce platforms

4) Text mining and web documents analysis

5) Data classification in online systems

6) Mining association rules from web repositories

7) Social network analysis 

8) Information diffusion in social networks

9) Data processing in virtual worlds and massive multiplayer systems

10) Fuzzy data processing in the Internet systems

11) Optimizations of internet advertising servers

	Assessment methods
	- written exam

- project work

- continuous assessment

	Bibliography
	1. Data Mining the Web: Uncovering Patterns in Web Content, Structure, and Usage, Zdravko Markov, Daniel Larose , 2007

2. Social Network Analysis: Methods and Applications, Stanley Wasserman, Katherine Faust,1994

3. Personalization Techniques And Recommender Systems, Gulden Uchyigit, Matthew Y Ma, 2008

	Additional information
	


	Course title
	DYNAMIC WEBSITES AND DOCUMENTS 

	Teaching method
	Lecture / laboratories

	Person responsible for the course
	PhD eng Jarosław Jankowski
	E-mail address to the person responsible for the course
	jjankowski@wi.zut.edu.pl 

	Course code 

(if applicable)
	38
	ECTS points
	2

	Type of course
	Compulsory
	Level of course
	S1

	Semester 
	Winter/summer
	Language of instruction
	english

	Hours per week
	1 Lecture,  2 Laboratories
	Hours per semester
	45

	Objectives of the course
	The use of selected tools in the design and development of web applications with particular emphasis on the active elements. Integrating within application components of DOM, CSS and using them in modeling the presentation layer, access to elements of the document via Java Script, use of validators, the use of XML for data transmission, the integration of components using asynchronous technologies like AJAX and with libraries  like JQuery.

	Entry requirements
	HTML programming

	Course contents
	1) Document Object Model

2) The presentation layer of applications and CSS

3) Integration of Java Script in active documents

4) JQuery and dynamic programming

5) Communication with the server using XML

6) AJAX and  asynchronous programming 

	Assessment methods
	- written exam

- project work

- continuous assessment

	Recommended readings
	1. jQuery in Action, Bear Bibeault, Yehuda Katz , 2010

2. JavaScript: The Definitive Guide: Activate Your Web Pages, David Flanagan, 2011

3. Professional Ajax, Nicholas C. Zakas, Jeremy McPeak, Joe Fawcett, 2006

4. Ajax: The Definitive Guide, Anthony T. Holdener III, 2008

	Additional information
	


	Course title
	DYNAMIC DOCUMENTS PROGRAMMING 

	Teaching method
	Lecture / laboratories

	Person responsible for the course
	PhD eng Jarosław Jankowski
	E-mail address to the person responsible for the course
	jjankowski@wi.zut.edu.pl 

	Course code 

(if applicable)
	39
	ECTS points
	2

	Type of course
	Compulsory
	Level of course
	S1

	Semester 
	Winter/summer
	Language of instruction
	english

	Hours per week
	1 Lecture,  2 Laboratories
	Hours per semester
	45

	Objectives of the course
	The use of selected tools in the design and development of web applications with particular emphasis on the active elements. Integrating within application components of DOM, CSS and using them in modeling the presentation layer, access to elements of the document via Java Script, use of validators, the use of XML for data transmission, the integration of components using asynchronous technologies like AJAX and with libraries  like JQuery.

	Entry requirements
	HTML programming

	Course contents
	1) Document Object Model

2) The presentation layer of applications and CSS

3) Integration of Java Script in active documents

4) JQuery and dynamic programming

5) Communication with the server using XML

6) AJAX and  asynchronous programming 

	Assessment methods
	- written exam

- project work

- continuous assessment

	Recommended readings
	1. jQuery in Action, Bear Bibeault, Yehuda Katz , 2010

2. JavaScript: The Definitive Guide: Activate Your Web Pages, David Flanagan, 2011

3. Professional Ajax, Nicholas C. Zakas, Jeremy McPeak, Joe Fawcett, 2006

4. Ajax: The Definitive Guide, Anthony T. Holdener III, 2008

	Additional information
	


	Course title
	SOFTWARE TESTING 

	Teaching method
	Lecture and laboratory exercises 

	Person responsible for the course
	Ph.D. Mirosław Mościcki
	E-mail address to the person responsible for the course
	mmoscicki@wi.zut.edu.pl 

	Course code 

(if applicable)
	40
	ECTS points
	4

	Type of course
	optional
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 1 hours

Lab. Exercises: 2 hours
	Hours per semester
	Lecture: 15 hours

Lab. Exercises: 30 hours

	Objectives of the course
	To gain knowledge about software testing process. Familiarization with testing tools and methodology. Knowledge about various test levels and scope. Learning about software tester role.

	Entry requirements
	Required: Knowledge of at least one object programming  language

Preferred: Java language course completed

	Course contents
	1. Software quality – basic concept

2. Tests – types and levels

3. Software testing process

4. Test design

5. Testing with unit tests 

6. GUI level tests

7. Robot Framework and Robot IDE tools

8. Sikuli GUI testing tool

9. Introduction to web applications testing

10. Continuous integration (with tools)

	Assessment methods
	Each student should complete laboratory exercises and pass theoretical exam in order to complete the course. In case of exceptional performance during the labs, student can be excuses from the exam with top grade mark.

	Recommended readings
	1. Ilene Burnstein. "Practical Software Testing", Springer, 2002

2. Marnie L. Hutcheson, "Software Testing Fundamentals: Methods and Metrics", Wiley, 2003

3. KSHIRASAGAR NAIK, PRIYADARSHI TRIPATHY, "Software Testing and Quality Assurance Theory and Practice, Wiley, 2008

4. ISTQB Certified Tester Foundation Level Syllabus

	Additional information
	


	Course title
	JAVA J2EE

	Teaching method
	Lecture and laboratory exercises 

	Person responsible for the course
	Ph.D. Eng. Krzysztof Kraska
	E-mail address to the person responsible for the course
	kkraska@wi.zut.edu.pl 

	Course code 

(if applicable)
	41
	ECTS points
	4

	Type of course
	optional
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 1 hours

Lab. exercises: 2 hours
	Hours per semester
	Lecture: 15 hours

Lab. Exercises: 30 hours

	Objectives of the course
	Familiarization with Java J2EE application framework and its concepts. Learn how to build various J2EE types of applications: JSP, JSF, basic EJB. Gain knowledge about JPA and its most common implementation (Hibernate). Discovering J2EE application servers.

	Entry requirements
	Required: Knowledge of at least one object programming  language

Preferred: Java language course completed

	Course contents
	1.
Introduction to Java J2EE, types of applications, basic principles

2.
J2EE working environment – application server, 

3.
Introduction to Java Server Pages (JSP),

4.
Advanced JSP backend beans, expression language,

5.
MVC approach

6.
Java Server Faces

7.
Java and SQL databases

8.
Java Persistence API (JPA)

9.
Hibernate

10.
J2EE frameworks

11.
EJB

	Assessment methods
	Each student should complete laboratory exercises and pass theoretical exam in order to complete the course. In case of exceptional performance during the labs, student can be excuses from the exam with top grade mark.

	Recommended readings
	1. Rod Johnson - Expert One-on-One J2EE Design and Development

2. Bryan Basham, Kathy Sierra, Bert Bates - Head First Servlets and JSP
3. Kathy Sierra, Bert Bates - Head First EJB

	Additional information
	


	Course title
	JAVA PROGRAMMING 

	Teaching method
	Lecture and laboratory

	Person responsible for the course
	Ph.D. Eng. Tomasz Wierciński
	E-mail address to the person responsible for the course
	twiercinski@wi.zut.edu.pl 

	Course code 

(if applicable)
	42
	ECTS points
	6

	Type of course
	elective, optional
	Level of course
	S1

	Semester 
	summer
	Language of instruction
	English

	Hours per week
	Lecture: 1 hours

Lab. exercises: 2 hours
	Hours per semester
	Lecture: 15 hours

Lab. Exercises: 30 hours

	Objectives of the course
	Familiar with the syntax and structures of the Java language.Knows how to analyze and implement source code in Java language.Understands the need for further development of professional skills in the field of Java language.

	Entry requirements
	Programming basics. Object programming

	Course contents
	Data types and objects.Operators.Control instructions.Packages.Exceptions.Encapsulation, inheritance, polymorphism.Parametrized types.Input-output operations.Threads.Annotations.GUI programming

	Assessment methods
	written exam, project work

	Recommended readings
	1.Thinking in Java (4th Edition), Bruce Eckel, Prentice Hall, 2006

2.Java Programming (Oracle Press), Poornachandra Sarang, McGraw-Hill Osborne Media, 1 edition, January 20, 2012

3.Java, A Beginner's Guide, 5th Edition, McGraw-Hill Osborne Media; 5 edition, August 16, 2011

	Additional information
	group limit: 10 persons


	Course title
	CREATIVE PROBLEM SOLVING 

	Teaching method
	Lectures, workshops

	Person responsible for the course
	Prof. Antoni Wiliński, 

Ph.D. Eng.  Anna Samborska-Owczarek
	E-mail address to the person responsible for the course
	asamborska@wi.ps.pl 

	Course code 

(if applicable)
	43
	ECTS points
	3

	Type of course
	obligatory
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	2
	Hours per semester
	lectures: 15

workshops: 15

	Objectives of the course
	To develop the skills and techniques to generate new and innovative ideas and translate new solutions into practical terms and strategies. Students will practice:   

· applying logical and creative approaches to solving informatics  problems and making decisions;

· adapting to different thinking styles in group and team environments;

· recognizing and removing barriers to individual and group creativity to foster an innovative work environment.

	Entry requirements
	No requirements

	Course contents
	1. Introduction to creativity: creativity barriers, creativity recognition, creativity development. 

2. Creativity and personality, psychometrics: Brainstyles, MBTI.

3. Innovations and entrepreneurs: 7 levels of change, Creative Success Meter.

4. Thinking about thinking: combinatorial, transformative, critical, analytical and visionary thinking. SCAMPER and other techniques.

5. Team development and team roles, Riguette’s chains.

6. Group methods of idea generation: brainstorming, brainwriting, 5W1H, idea selection and evaluation: C-box, 6 thinking hats. 

7. Creative Problem Solving Process by Osborn-Parnes. 

Visual creativity techniques: Ishikawa Diagram, Lotus Blossom Technique, Mindmapping.

	Assessment methods
	Credit

	Recommended readings
	1. Buzan T., The Mind Map Book: “Radiant Thinking - Major Evolution in Human Thought”, BBC Active, 3rd edition, 2003.

2. Buzan T., “Supercreativity – an Interactive Guidebook”, Audio Renaissance Tapes, Inc., 1988.

3. De Bono E., “Six Thinking Hats”, Back Bay Books; 2 edition, 1999.

4. De Bono E., “Lateral Thinking: Creativity Step by Step”, Harper Colophon, 1973.

5. Miller M., “Brainstyles: Change Your Life Without Changing Who You Are”, Simon & Schuster, 1997.

6. Von Oech R., “Whack on the Side of the Head: How You Can Be More Creative”, Business Plus, 2008.

7. Proctor T., “Creative Problem So9lving for Managers”. Routledge 3rd ed., 2010

8. Smith R., “The 7 Levels of Change: Different Thinking for Different Results”, Tapestry Press, 2nd edition, 2002.

	Additional information
	


	Course title
	DIGITAL IMAGE PROCESSING 

	Teaching method
	Lectures, laboratories

	Person responsible for the course
	Ph.D. Eng. Paweł Forczmański
	E-mail address to the person responsible for the course
	

	Course code 

(if applicable)
	44
	ECTS points
	4

	Type of course
	
	Level of course
	

	Semester 
	winter
	Language of instruction
	English

	Hours per week
	Lectures 1h/week

Laboratories 2h/week
	Hours per semester
	Lectures 15h

Laboratories 30h

	Objectives of the course
	Digital Image Processing focuses on various image representations, image acquisition techniques and basic processing methods. The main goal of the lecture is aimed at algorithms and practical aspects of digital image processing such as elementary image features and characteristics, histogram manipulations, spatial filtering and transformations. During laboratories selected algorithms will be realized as computer programs in MATLAB environment. 

	Entry requirements
	Elementary numerical recipes, elementary programming skills, elementary matrix algebra

	Course contents
	· Image representations (color spaces, image features),

· Image filtering (spatial domain, frequency domain),

· Image compression (lossy and loseless),

Image transforms (Fourier Transform, Cosine Transform, Haar Transform),

	Assessment methods
	Laboratories: each student will have to write several computer programs related to the algorithms presented during lectures.

Lectures: final test

	Recommended readings
	1. T. Pavlidis, Algorithms for Graphics and Image Processing, Computer Science Press, Rockville, Maryland, 1982, (416 pp). Translated into Russian (1986), Polish (1987), Chinese (1988), and German (1990). Included in  Dr. Dobb's CD of Graphics Programming, 1995. GC:573

2. W. Pratt, Digital Image Processing, John Wiley & Sons; 2 edition (April 1991)

3. R. Gonzalez, R. Woods, and Eddins, Digital Image Processing Using MATLAB 2nd Ed. Gatesmark Publishing. 2009

4. A. K. Jain, Fundamentals of Digital Image Processing, Prentice Hall; US ed edition (October 3, 1988)

	Additional information
	


	Course title
	COMPUTER MUSIC 

	Teaching method
	Lecture, laboratory

	Person responsible for the course
	M.Sc. Eng. Łukasz Mazurowski
	E-mail address to the person responsible for the course
	lmazurowski@wi.zut.edu.pl 

	Course code 

(if applicable)
	45
	ECTS points
	4

	Type of course
	Optional
	Level of course
	S2

	Semester
	Winter
	Language of instruction
	English

	Hours per week
	2
	Hours per semester
	15 – Lecture

15 – Laboratory

	Objectives of the course
	Students successfully completing this module should be able to: 

· demonstrate knowledge of key issues in contemporary computer music.

· analyze problems in computer music analysis, representation, and creation.

· synthesize solutions to such problems on the basis of contemporary tools and theories.

· evaluate such solutions using appropriate methods

· manage their own learning in terms of acquiring disciplinary knowledge from academic literature

· evaluate their own solutions

· work autonomously

· solve complex problems

· develop and apply software development skills in the production of software for creative tasks in the music domain.

	Entry requirements
	A good standard of computer literacy is required as programming will be involved (prior programming or musical experience would be helpful but is not critical).

	Course contents
	The course will cover three key aspects of computer music: representation, creativity and analysis addressed through theory and practice. It will cover sound, music as organized sound, and specific applications (e.g. music information retrieval ). Students will be strongly encouraged to explore both scientific and artistic aspects of the course through programming exercises to generate sound and music in contemporary visual/ textual music and programming languages. Students will be expected to compose a short algorithmic work using the computer and a concert will be held at the end of the course to showcase compositions produced using the techniques taught and developed.

	Assessment methods
	Lectures, laboratories, and demonstrations of techniques. Students will be given weekly  exercises to explore and practice techniques.

The course has the following assessment components:

· Written examination (2 hours, 60%)

· Algorithmic composition (audio file, source code) (40%)

To pass the course students must:

Gain an overall mark of 50% or above

	Recommended readings
	1. Miranda E. R.: Composing Music with Computers, Focal Press, 2001,

2. Casey M. A. et al: Content-Based Music Information Retrieval: Current Directions and Future Challenges, IEEE 96, Issue: 4, 2008, p. 668 – 696

3. Lartillot O., Toiviainen P.: A MATLAB TOOLBOX FOR MUSICAL FEATURE EXTRACTION FROM AUDIO, Proc. of the 10th Int. Conference on Digital Audio Effects (DAFx-07), Bordeaux, France, September 10-15, 2007, on-line: http://ismir2007.ismir.net/proceedings/ISMIR2007_p127_lartillot.pdf

	Additional information
	


	Course title
	Compilers

	Teaching method
	Lectures and class exercises

	Person responsible for the course
	Prof. Włodzimierz Bielecki
	E-mail address to the person responsible for the course
	wbielecki@wi.zut.edu.pl

	Course code 

(if applicable)
	46
	ECTS points
	6

	Type of course
	elective
	Level of course
	First cycle (S1)

	Semester 
	winter/summer
	Language of instruction
	English, Russian

	Hours per week
	Lecture: 2 h

class exercises: 2 h
	Hours per semester
	Lectures: 30 h

class exercises: 30 h

	Objectives of the course
	 To be able to: build lexical analyzers and use them in the construction of parsers; express the grammar of a programming language; build syntax analyzers and use them in the construction of parsers; perform the operations of semantic analysis; build a code generator; discuss the merits of different optimization schemes.

	Entry requirements
	You are expected to have some basic programming skills using C, or C++ or java.

	Course contents
	Introduction (2h): 

The importance of compilers
Structure of a compiler
Analysis (lexical, syntax and semantic analysis)
Synthesis (intermediate code generation, optimization and code generation)
Compilers vs. interpreters
Lexical analysis (8h):

Tokens
Regular expressions
Finite state automata (deterministic and non-deterministic)
Translating regular expressions into finite state automata
Automatic lexer generators (Lex/Flex)
Syntactic Analysis (8h):

 Context-free grammars
Derivations and (concrete/abstract) syntax trees
Handling ambiguous grammars
Top-down parsing (LL(k) grammars, recursive descent parsers)
Bottom-up parsing (LR(k) grammars, shift-reduce parsers)
Automatic parser generators (CUP)
Syntactic error recovery  

Syntax-directed definitions (2h):

Syntax-directed definitions
Abstract syntax tree construction
Semantic analysis (4h):

 Symbol table management
Scoping and type checking
Basic implementation techniques (Visitor methodology)
Intermediate code generation (3h):
Three address code
IR instructions
Translation methodologies
Code generation and optimization(3h):
Run-time storage organisation
A simple code generation algorithm
Optimisation of intermediate code
Optimisation of target code (Peephole optimisation)

	Assessment methods
	Final Exam and Laboratory reports

	Recommended readings
	1. Compilers - Principles, Techniques, and Tools' by A.V. Aho, R. Sethi and J.D. Ullman. Addison-Wesley.

2. 'Modern Compiler Implementation in Java' by A.W. Appel. Cambridge University Press.

3. 'Modern Compiler Design' by D. Grune, H.E. Bal, C.J.H. Jacobs, K.G. Langendoen. Wiley.

4. JLex: A Lexical Analyzer Generator for Java(TM)

	Additional information
	none


	Course title
	Optimizing Compilers

	Teaching method
	Lectures and class exercises

	Person responsible for the course
	Prof. Włodzimierz Bielecki
	E-mail address to the person responsible for the course
	wbielecki@wi.zut.edu.pl

	Course code 

(if applicable)
	47
	ECTS points
	6

	Type of course
	elective
	Level of course
	Second cycle (S2)

	Semester 
	winter/summer
	Language of instruction
	English, Russian

	Hours per week
	Lecture: 2 h

class exercises: 2 h
	Hours per semester
	Lectures: 30 h

class exercises: 30 h

	Objectives of the course
	 Students who successfully complete this course will have demonstrated that they can:  Explain the various passes of an optimizing compiler; including program analysis, dependence analysis, enabling transformations, loop restructuring.

	Entry requirements
	This course is not intended to be your ﬁrst compilers course: it is geared toward students who have already had such a course as undergraduates. If you have not taken a compilers course already, it is still possible to take this course provided that you are willing to spend some additional time catching up on your own.

	Course contents
	1. Introduction and Motivation (2h)

2.  Parallelism and locality (2h)

3. Affine transformations (10h):

       Space partition constraints

        Time partition constraints

         Basic Transformations 

         Discovering locality

        Advanced Loop Optimizations 

4. Transformations based on the transitive closure of a loop dependence graph (12h):

        Transitive closure

        Extracting  synchronization-free parallelism

         Free scheduling

         Tiling

         Other transformations 

5.  A comparison analysis of affine transformations and techniques based on transitive closure (2h)

6. Modern optimizing compilers (2h)

	Assessment methods
	Final Exam and Laboratory reports

	Recommended readings
	1. Alfred V. Aho, Monica S. Lam, Ravi Sethi, Jeﬀrey D. Ullman, Compilers: Principles, Techniques, and Tools (2nd Edition). Addison Wesley, 2006. ISBN: 978-0321486813. (NOTE: It is important to use the 2nd Edition, rather than an earlier edition.)

2. Michale Wolfe, High Performance Compilers for Parallel Computing, Addison-Wesley, ISBN 0-8053-2730-4.

3. Utpal Banerjee, Dependence Analysis, Kluwer, ISBN 0-7923-9809-2.

4. Ken Kennedy and John R. Allen, Optimizing Compilers for Modern Architectures: A Dependence-based Approach, Morgan Kaufmann Publishers, ISBN 1558602860.

5. Cooper and Torczon, Engineering a Compiler, Morgan Kaufmann, 2004, ISBN 1-55860-698-X.

	Additional information
	none


	Course title
	Parallel Programming

	Teaching method
	Lectures and class exercises

	Person responsible for the course
	Prof. Włodzimierz Bielecki
	E-mail address to the person responsible for the course
	wbielecki@wi.zut.edu.pl

	Course code 

(if applicable)
	48
	ECTS points
	6

	Type of course
	elective
	Level of course
	First cycle (S1)

	Semester 
	winter/summer
	Language of instruction
	English, Russian

	Hours per week
	Lecture: 2 h

class exercises: 2 h
	Hours per semester
	Lectures: 30 h

class exercises: 30 h

	Objectives of the course
	· To develop an understanding of major parallel programming models

· To be able to identify promising applications of parallel computing

· To be able to develop typical parallel algorithms and implement prototype parallel programs using MPI and OpenMP

· To be able to analyze the performance of parallel programs

	Entry requirements
	You are expected to have some basic programming skills using C, or C++ or java.

	Course contents
	Introduction (2 h) 
                From serial to parallel thinking. 
                 A history of parallel computers and lessons learned from them. 
                 Performance metrics - speedup, utilization, efficiency, scalability 


Models of Parallel Computation (4h)

SIMD, MIMD, PRAM 
How useful are these models for modern machines 
Parallel Computer Organization 
Pipelining and Throughput 
Latency and Latency hiding 
Memory Organization Inter-process communication Inter-connection network 
Message passing 
Shared/Distributed memory 


Basic Parallel Algorithmic Techniques (6h)

Pointer Jumping, Divide-and-Conquer, Partitioning, Pipelining,

Accelerated Cascading, Symmetry Breaking, Synchronization (Locked, Lock-free) Parallel Algorithms 
Data organization for shared/distributed memory 
Min/Max, Sum 
Searching, Merging, Sorting, Prefix operations 
N-body problems, Matrix operations 

Writing Parallel Programs 
GPU-Compute Architecture, CUDA, Memory organization in CUDA 
Multi-Core CPU programming, MPI, PVM, 
Performance evaluation and scalability 

API OpenMP, version 2, 3, 4 (6h)

API OpenACC (2h)



	Assessment methods
	Final Exam and Laboratory reports

	Recommended readings
	1. Parallel Programming: for Multicore and Cluster Systems By:Thomas Rauber (Author), Gudula Rünger (Author) Publisher: Springer; 1st Edition. edition (March 10, 2010)
2. B. Wilkinson and M. Allen, “Parallel Programming – Techniques and applications
using networked workstations and parallel computers”, Second Edition, Pearson
Education, 2005.
3. M. J. Quinn, “Parallel Computing – Theory and Practice”, Second Edition, Tata
McGraw-Hill Publishing Company Ltd., 2002.
4. An Introduction to Parallel Algorithms by Joseph Jaja (Addison-Wesley Professional)

5. Introduction to Parallel Computing by Ananth Grama, George Karypis, Vipin Kumar and Anshul Gupta (Pearson)

6. Parallel Programaming in C with MPI and openMP by Michael J Quinn (McGraw Hill)

7. OpenMP reference: Specification of OpenMP 3.0 API for C/C++.

	Additional information
	none


	Course title
	Cloud programming

	Teaching method
	lecture, laboratory and project

	Person responsible for the course
	Ph.D. Eng. Łukasz Radliński
	E-mail address to the person responsible for the course
	lukasz.radlinski@zut.edu.pl

	Course code 

(if applicable)
	49
	ECTS points
	4

	Type of course
	optional
	Level of course
	S1/S2

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	1 (lecture) + 1 (laboratory) + 1 (project)
	Hours per semester
	total: 45

15 (lecture) + 15 (laboratory) + 15 (project)

	Objectives of the course
	Familiarizing with a range of cloud platforms. Possess knowledge and obtain practical skills in developing cloud-based applications. Usage of technologies, techniques and tools for cloud development. Practicing individual and team-based work in a software project.

	Entry requirements
	Basic knowledge and skills in object-oriented programming (preferably in Java, C# and/or Python), databases, web applications development.

	Course contents
	Introduction to cloud computing – features, capabilities and limitations. Cloud computing platforms. Architecture of cloud-based software. Cloud-based data storage. User interface in cloud-based applications. Security issues in cloud-based applications. Integrating with external services. Deployment and testing cloud-based applications.

	Assessment methods
	Lecture – written exam.

Laboratory – continuous assessment.

Project – team-based (preferred) or individual project.

	Recommended readings
	1. Erl T., Puttini R., Mahmood Z., Cloud Computing: Concepts, Technology & Architecture, Prentice Hall, 2013.

2. Redkar T., Windows Azure Web Sites: Building Web Apps at a Rapid Pace, CreateSpace Independent Publishing Platform, 2013.

3. Rhoton J., Cloud Computing Explained: Implementation Handbook for Enterprises, Second Edition. Recursive Press, 2010.

4. Sanderson D., Programming Google App Engine, Second Edition, O'Reilly Media, 2012.

	Additional information
	


	Course title
	Software requirements engineering and designing

	Teaching method
	lecture, laboratory and project

	Person responsible for the course
	Ph.D. Eng. Łukasz Radliński
	E-mail address to the person responsible for the course
	lukasz.radlinski@zut.edu.pl

	Course code 

(if applicable)
	50
	ECTS points
	4

	Type of course
	optional
	Level of course
	S1/S2

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	1 (lecture) + 1 (laboratory) + 1 (project)
	Hours per semester
	total: 45

15 (lecture) + 15 (laboratory) + 15 (project)

	Objectives of the course
	Possess knowledge and obtain practical skills in software requirements engineering and designing. Usage of techniques and tools for development process where outcomes from one stage flow to subsequent stages. Practicing individual and team-based work in a software project.

	Entry requirements
	Basic knowledge and skills in object-oriented programming (preferably in Java)

	Course contents
	Gathering customer/user requirements; writing user and software specifications; software modeling; software designing – software architecture and design patterns, data design, user interface wireframing and design, processing design, prototyping; introduction to validation and verification

	Assessment methods
	Lecture – written exam.

Laboratory – continuous assessment.

Project – team-based (preferred) or individual project.

	Recommended readings
	1. Bruegge B., Dutoit A.H., Object-Oriented Software Engineering Using UML, Patterns and Java, 3rd edition, Prentice Hall, 2009

2. Freeman E., Bates B., Sierra K., Robson E., Head First Design Patterns, O'Reilly Media, 2004.

3. Larman C., Applying UML and Patterns: An Introduction to Object-Oriented Analysis and Design and Iterative Development, 3rd Edition, Prentice Hall, 2004.

4. Wiegers K., Beatty J., Software Requirements, 3rd Edition, Microsoft Press, 2013.

	Additional information
	


	Course title
	HTML5 application design and development

	Person responsible for the course
	Ph.D. Eng. Bartłomiej Małachowski
	E-mail address to the person responsible for the course
	bmalachowski@zut.edu.pl

	Course code 

(if applicable)
	51
	ECTS points
	2

	Type of course
	optional
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 1 hours

Lab. exercises: 2 hours
	Hours per semester
	Lecture: 15 hours

Lab. Exercises: 30 hours

	Teaching method
	Lecture / laboratories

	Objectives of the course
	The course focuses on evolution of HTML from simple page description language to the powerfull environment for building rich internet and mobile applications. Students will learn how to develop modern web applications using new HTML5 features like WebSockets, geolocation, Web Storage, Canvas, and audio and video.

	Entry requirements
	Basic knowledge of markup languages (HTML and XML), principles of web-design,  principles of software development and basic programming skills.

	Course contents
	1. HTML5 description, principles and typical applications 

2. HTML5 Canvas API 

3. Audio and Video in HTML5

4. HTML5 Geolocation API 

5. Communication APIs 

6. HTML5 Web Socket API 

7. HTML5 Forms API 

8. HTML5 Web Workers API 

9. HTML5 Web Storage API 

10. HTML5 Offline Web Applications

11. Building cross-platform mobile apps with HTML5

	Assessment methods
	Major end-of-term written exam, several simple practical projects and programming tasks to develop

	Recommended readings
	· M. MacDonald, HTML5: The Missing Manual, O'Reilly Media 2014

· Z. Kessin,  Programming HTML5 Applications: Building Powerful Cross-Platform Environments in JavaScript, O'Reilly Media 2011

· Peter Lubbers , Brian Albers , Frank Salim, Pro HTML5 Programming: Powerful APIs for Richer Internet Application Development, Apress 2010.

	Additional information
	


	Course title
	Printed and digital publication design

	Person responsible for the course
	Ph.D. Eng. Bartłomiej Małachowski
	E-mail address to the person responsible for the course
	bmalachowski@zut.edu.pl

	Course code 

(if applicable)
	52
	ECTS points
	2

	Type of course
	winter/summer
	Level of course
	S1

	Semester 
	Lecture: 1 hours

Lab. exercises: 2 hours
	Language of instruction
	English

	Hours per week
	Lecture: 1 hours

Lab. exercises: 2 hours
	Hours per semester
	Lecture: 15 hours

Lab. Exercises: 30 hours

	Teaching method
	Lecture / laboratories

	Objectives of the course
	The aim of the course is to learn principles of different types of publication design. It covers traditional printed publications as well as digital (e-books, e-magazines). 

Dedicated design tools will be presented and explained.

	Entry requirements
	none

	Course contents
	12. Principles of desktop publishing

13. Printed publications types and layout design

14. Designing pritend publications with Adobe InDesign (typography, styles, layot design, text reflow, page teplates etc.)

15. Designing digital magazines with Adobe InDsing (landscape and portrait layout design, multimedia embading, packaging and distribution).

16. E-book types and formats (epub, pdf, azw, mobi)

17. E-book authoring tools

18. LateX document preparation system

19. Publishing content on the internet using Content Managemnt Systems.

	Assessment methods
	Major end-of-term written exam, several simple practical projects and programming tasks to develop.

	Recommended readings
	· Adobe InDesign CS6 Classroom in a Book, Adobe Creative Team 2012
· S. Cohen, D. Burns, Digital publishing with Adobe Indesign CS6, Adobe Press 2012

· P.S. Burke, ePublishing with InDesign CS6: Design and produce digital publications for tablets, ereaders, smartphones, and more, Sybex 2012.

· S.F. Parrott, eBook Formatting and Publishing Guide for Epub & Kindle Mobi Books using Sigil ebook editor, First Steps Publishing 2013

· T. Oetiker, H. Partl, I. Hyna, E.Schlegl, The Not So Short Introduction to LateX (free ebook).

	Additional information
	


	Course title
	e-Learning Systems

	Person responsible for the course
	Ph.D. Eng. Przemysław Różewski
	E-mail address to the person responsible for the course
	prozewski@wi.zut.edu.pl 

	Course code 

(if applicable)
	53
	ECTS points
	2

	Type of course
	Optional
	Level of course
	S1, S2

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lecture: 2, project: 1.
	Hours per semester
	Lecture: 30, project: 15.

	Teaching method
	Lecture: 23, consultation 7, project (group work) 15

	Objectives of the course
	The aim of the course is to teach students how to prepare effective learning materials for e-learning. The course’s activities will include: 

· course design, 

· metadata preparation,

· cognitive base approach, 

· design for e-learning platform (Moodle, ePrimus), 

· authoring tools mastering , 

· e-learning standards mastering. 

In addition, the e-learning course technology will be supported by new knowledge management technology like:

· Ontology management

· Competence management

Moreover, presented material is fully compatible with EU policy and the direct reference to regulations, where it is needed, are provided.

Course’s result:

· E-learning course (uploaded on http://e-edukacja.zut.edu.pl/?lang=en)

· Course’s ontology (modelled in protégé: http://protege.stanford.edu/)

	Entry requirements
	None

	Course contents
	Course outline:

· Business aspect of e-learning system.

· Main characteristics of e-learning system (synchronous, asynchronous).

· Students portfolio management.  

· E-learning course design principles.

· E-learning standards.

· Virtual laboratories. 

· Cognitive based design.

· Ontology processing and management.

· OWL language.

· Protégé editor.

· Competence processing and management.

· Future of e-learning.

	Assessment methods
	Final oral exam and course uploaded on server (http://e-dukacja.zut.edu.pl/?lang=en) as result of project  group work. 

	Recommended readings
	Selected papers from: 

· IEEE Transactions on Learning Technologies

· Knowledge-Based Systems

· Expert Systems with Applications: An International Journal

· Computers & Education: An International Journal

All papers are accessible for free from university network.

	Additional information
	http://www.prozewski.zut.edu.pl/ 


	Course title
	Computational Photography

	Person responsible for the course
	Ph.D. Hab. Eng. Radosław Mantiuk
	E-mail address to the person responsible for the course
	rmantiuk@wi.zut.edu.pl

	Course code 

(if applicable)
	54
	ECTS points
	3

	Type of course
	elective
	Level of course
	S1/S2

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	lectures: 2, projects: 4
	Hours per semester
	lectures: 30

projects: 60

	Teaching method
	Lectures on the high dynamic range (HDR) photography. 

Workshops on practicing the computational photography techniques.

	Objectives of the course
	To introduce a concept of the computational photography including the HDR photography techniques. Students learn about the digital photography algorithms and implement selected techniques. They gain skills in the use of advanced image processing techniques and gain competence in using the Internet resources. 

	Entry requirements
	Basics of mathematics and physics. Good skills in Matlab programming.

	Course contents
	Lecture topics:

1. Digital photography technologies (camera construction, lens systems, camera aberrations, etc.).

2. Optical phenomena related to the digital photography (depth-of-field, noise, etc.) 

3. Colour management.

4. Introduction to the high dynamic range photography.

5. Acquisition of the HDR photographs. 

6. HDR graphics formats (Radiance RGBE, OpenEXR, Camera RAW, etc.)

7. Tone mapping (global and local tone mapping operators).

Projects: students captures the HDR photographs using the multi-exposure technique and employ selected HDR techniques to process the registered images.



	Assessment methods
	Lecture: written exam

Projects: evaluation of the implemented algorithms

	Recommended readings
	Erik Reinhard, Wolfgang Heidrich, Greg Ward, Paul Debevec, Sumanta Pattanaik, Greg Ward, Karol Myszkowski, “High Dynamic Range Imaging Acquisition, Display, and Image-Based Lighting (second edition)”, Morgan Kaufmann, 2010. 


	Additional information
	


	Course title
	Computer Graphics

	Person responsible for the course
	Ph.D. Hab. Eng. Radosław Mantiuk
	E-mail address to the person responsible for the course
	rmantiuk@wi.zut.edu.pl

	Course code 

(if applicable)
	55
	ECTS points
	4

	Type of course
	obligatory/elective
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	lectures: 1, projects: 4
	Hours per semester
	lectures: 15

projects: 60

	Teaching method
	Lectures on the real time computer graphics. 

Workshops on implementation of the computer games based on the OpenGL library.

	Objectives of the course
	To introduce a concept of the computer games development and show basic programming techniques related to the real time computer graphics. Students learn how to implement computer game based on the graphics library. They gain skills in the use of the programming tools (IDE environment, API documentation, etc.) and competence in using the Internet resources. 

	Entry requirements
	Basics of mathematics. Good skills in C/C++ programming.

	Course contents
	Lecture topics:

1. Introduction to the computer graphics (concepts of image synthesis, shading model, raster image, aliasing, image filtering).

2. Real time computer graphics system (GPU, display technologies, colour management).

3. Introduction to game development and OpenGL library.

4. Game engine pipeline (3D scene, light sources, material appearance, geometry processing, rasterization, graphics buffers).

5. Shading models.

6. Texturing.

7. Introduction to the GPU programming.

Projects: students implement a simple computer game based on the OpenGL library.



	Assessment methods
	Lecture: written exam

Projects: evaluation of the implemented computer game

	Recommended readings
	Tomas Akenine-Moller, Eric Haines, Naty Hoffman, Real-Time Rendering (3rd edition), A K Peters, 2008.



	Additional information
	


	Course title
	Video surveillance systems

	Person responsible for the course
	Ph.D. Eng. Adam Nowosielski
	E-mail address to the person responsible for the course
	anowosielski@wi.zut.edu.pl

	Course code 

(if applicable)
	56
	ECTS points
	4

	Type of course
	Optional
	Level of course
	S1

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	Lectures 1h/week

Laboratories 2h/week
	Hours per semester
	Lectures 15h

Laboratories 30h

	Teaching method
	Lecture, laboratory

	Objectives of the course
	The main objective of the course is to familiarize students with the range of possibilities and principles of the modern intelligent monitoring systems. Students will be prepared to design intelligent surveillance system performing the tasks of automatic processing, analysis and recognition of digital images. 

	Entry requirements
	Elementary digital image processing,  elementary numerical recipes, elementary programming skills, elementary matrix algebra

	Course contents
	Categorization of video observation systems.

Hardware and interfaces in video observation systems. 

Smart cameras. 

Thermal imaging. 

Surveillance and observation in ITS (Intelligent Transportation Systems). 

ALPR (Automatic License Plate Recognition) systems.

Background modeling methods in monitoring systems for the purpose of extracting foreground objects.

Methods for automatic tracking of objects in video monitoring systems. 

Methods for automatic object recognition in video monitoring systems. 

People recognition for surveillance systems based on biometric features (e.g face recognition).

Examples of the implementation of intelligent video surveillance systems. 



	Assessment methods
	Project created during practical exercises and discussion of the final repot

	Recommended readings
	1. H. Kruegle., CCTV Surveillance, Second Edition: Video Practices and Technology, Butterworth-Heinemann, 2006, p. 672

2. J. S. Sussman, Perspectives on Intelligent Transportation Systems (ITS), Springer, 2005, p. 229

3. R. Gonzalez, R. Woods, S. L. Eddins, Digital Image Processing Using MATLAB 2nd Ed. Gatesmark Publishing. 2009, p. 827

	Additional information
	


	Course title
	Digital Photography

	Person responsible for the course
	Ph.D. Eng. Anna Lewandowska
	E-mail address to the person responsible for the course
	atomaszewska@wi.zut.edu.pl

	Course code 

(if applicable)
	57
	ECTS points
	3

	Type of course
	elective
	Level of course
	S1

	Semester 
	winter
	Language of instruction
	English

	Hours per week
	1 (lecture) + 3 (project)
	Hours per semester
	60

	Teaching method
	Lecture, project

	Objectives of the course
	The first stage of any vision system is the image acquisition stage. After the image has been obtained, various methods of processing can be applied to the image to perform the many different vision tasks required today. However, if the image has not been acquired satisfactorily then the intended tasks may not be achievable, even with the aid of some form of image enhancement. Student will learn to create digital images using digital camera, acquired digital source images and software. Project will be focused on acquiring and furthering design, composition, and technical skills in this area. Including HDR photography.

	Entry requirements
	Before the completion of this course each student should understand:

· Elementary numerical recipes.
· Elementary matrix algebra.


	Course contents
	1) Introduction to photography

2) Image composition and technical skills

3) Sensors and optics

4) Image format, 

5-6) HDR technology

7-8) Image enhancement

	Assessment methods
	continuous assessment

	Recommended readings
	

	Additional information
	


	Course title
	EEG signal processing

	Teaching method
	Lecture and Laboratory

	Person responsible for the course
	M.Sc. Eng. Wojciech Sałabun 
	E-mail address to the person responsible for the course
	wsalabun@wi.zut.edu.pl

	Course code 

(if applicable)
	58
	ECTS points
	5

	Type of course
	Elective
	Level of course
	S1, S2

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	2L + 2Lab
	Hours per semester
	30L + 30Lab

	Objectives of the course
	Acquire the basic knowledge and practical skills in the processing of Electroencephalography signal by using Mindwave MW001 device

	Entry requirements
	The course does not require any previous knowledge.

	Course contents
	Lecture:

1. Human brain: biophysical basis for generation of EEG signals
2. Physical and technical aspects of the registration of bioelectric signals
3. Recording and visualization of biomedical time series
4. Methods of analysis of EEG signals - analysis in the time domain
5. Methods of analysis of EEG signals - spectral analysis
6. Examples of applications
Laboratory:

1. Fourier analysis FFT and DFT

2. ThinkGear library

3. Record EEG signal

4. EEG signals – analysis in the time domain
5. EEG signals – spectral analysis

	Assessment methods
	Test exam (Lecture), continuous assessment (Lab)

	Recommended readings
	Obligatory literature:

1. Short scripts for classes
Not obligatory literature:

1. Documentation for Thinkgear library 


	Course title
	Construction and the use of 3D printer

	Teaching method
	Lecture and Laboratory

	Person responsible for the course
	M.Sc. Eng. Wojciech Sałabun 
	E-mail address to the person responsible for the course
	wsalabun@wi.zut.edu.pl

	Course code 

(if applicable)
	59
	ECTS points
	4

	Type of course
	Elective
	Level of course
	S1, S2

	Semester 
	winter/summer
	Language of instruction
	English

	Hours per week
	2L + 1Lab
	Hours per semester
	30L + 30Lab

	Objectives of the course
	Acquire the basic knowledge on construction and using 3D printers. 

The practical skills of the creation of 3D projects

	Entry requirements
	The course does not require any previous knowledge.

	Course contents
	Lecture:

1. Introduction
2. Printer 3D structure
3. The electronics
4. The mechanical body
5. The extruder
6. The software
Laboratory:

1. Design a CAD model

2. Generate Gcode

	Assessment methods
	Test exam (Lecture), continuous assessment (Lab)

	Recommended readings
	Obligatory literature:

1. Short scripts for classes
Not obligatory literature:

1. Documentation for Thinkgear library 


	Course title 
Название курса
	Основы рационализации вычислений при реализации заданий обработки сигналов, изображений и распознавания образов

	Teaching method
Метод обучения
	Лекции и практические занятия.

	Person responsible for the course
Преподаватель
	д. т. н.  Галина Царёва
	E-mail address to the person responsible for the course
	gtariova@wi.zut.edu.pl

	Course code 

(if applicable)
	60
	ECTS points
	4

	Type of course
Тип курса
	Факультативный 
	Level of course
	S1, S2

	Semester 
Семестр
	Зимний/летний
	Language of instruction
	Русский

	Hours per week
Количество часов в неделю
	Лекции: 1час, практические занятия : 1 час
	Hours per semester
	Лекции: 15час, практические занятия : 15 час.

	Objectives of the course
Эффекты обучения
	По окончанию курса студент должен уметь: понимать алгоритмы цифровой свертки, преобразования Фурье, дискретного вейвлет-преобразования и других ортогональных преобразований; уметь разрабатывать усовершенствованные алгоритмы реализации вычислительных задач, возникающих в результате применения разнообразных методов обработки данных в режиме реального времени, знать способы формализации описания алгоритмов, появляющихся при решении задач цифровой обработки данных, классификации и распознавания  сигналов и образов. 

	Entry requirements
Начальные требования
	Студент должен обладать начальными знаниями в области математики, численных методов, уметь программировать  в какой -нибудь среде (например, в Матлабе).

	Course contents
Содержание курса
	Обзор основных задач и методов цифровой обработки сигналов;

представление основных задач обработки сигналов с помощью векторно– матричных преобразований;

определение набора образцов матриц, допускающих сокращение арифметических операций при вычислении векторно-матричных произведений;

стратегия рационализации вычислений при определении векторно-матричных произведений;

примеры синтеза алгоритмов векторно–матричных преобразований с сокращенным числом арифметических операций;

синтез „ быстрых” алгоритмов цифровой обработки данных на примере набора  основных алгоритмов цифровой обработки сигналов;

эволюция вычислительных систем, предназначенных для высокоэффективной обработки данных.  



	Assessment methods
Форма проверки знаний
	Домашние задания , проекты.

	Recommended readings
Рекомендованная литература
	1. Рабинер Л., Гоулд Б. Теория и применение цифровой обработки сигналов. - М.: Мир, 1978. - 848 с

2. Голд Б., Рэйдер. Цифровая обработка сигналов. М.: Сов.радио, 1973. -  368 с

3. Оппенгейм А.В., Шафер Р.В. Цифровая обработка сигналов. - М.: Связь, 1979.

4. Прэтт, У. Цифровая обработка изображений: пер с англ. /У. Прэтт под ред. Д.С. Лебедева. – М.: Мир, 1982.- В 2-х книгах – 781с.

5. Айфичер Э., Джервис Б. Цифровая обработка сигналов. Практический подход. / М., "Вильямс", 2004, 992 с.

6. Хуанг Т.С. и др. Быстрые алгоритмы в цифровой обработке изображений. – М.: Радио и связь, 1984. – 224 с.

	Additional information
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