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CHAPTER 1

Review Questions

1. Differentiate between the following terms:

a. A data warehouse stores historical data for purposes of decision support. An operational database is designed to efficiently process current transactions.

b. Training data is used to build a supervised learner model. Test data is applied to test the accuracy of a created model.

c. An input attribute is used to help create a model that best differentiates the values of one or more output attributes. 

d. Shallow knowledge represents facts that can be found using simple database queries.  Hidden knowledge represents structure in data that is usually not uncovered with simple database queries.

e. The exemplar view hypothesizes that we store examples of concepts to help categorize unknown instances. The probabilistic view states that we build and store generalizations of concept instances for purposes of future categorization.

f. The classical view requires all concept-defining properties to be present for an instance to be categorized with a specific concept. In contrast, the probabilistic view does not have rigid requirements for individual attribute values. Rather, concept definitions are stored as generalizations. An instance is categorized with the concept whose generalization most closely matches its attribute values.

g. Supervised learning requires instances to have one or more output attributes. The purpose of a supervised learner model is to determine correct values for the output attributes.  With unsupervised clustering, an output attribute is not present. The purpose of unsupervised clustering is to find a best-fit partition of the data instances.  

h. Relative to customer purchases, the actual value of a customer or client is the amount of money spent by the client. The instrinsic value of the client is the amount the client is expected to spend.

2. Choose whether supervised learning, unsupervised clustering or database query is most suitable. As appropriate, state any intital hypotheses you would like to test. List several attributes you believe to be relevant for solving the problem. 

a. Supervised learning is the likely choice where the output attribute is returned to work.  Possible input attributes include age, current pain level, income, occupation as well as several others. 
b. Supervised learning is a reasonable choice where the output attribute is whether a given vehicle has been involved in an accident. Input attributes to consider include: vehicle type, tire type, mileage, the plant where the vehicle was manufactured, the plant where the tires where manufactured, when the vehicle or tire was manufactured (day of week), road conditions at the time of the accident etc. An argument for database query can also be made. 

c. We first assume that each product is an attribute with two possible values.  For a given customer instance and product, the value is yes if the product was purchased by the customer and no if the product was not purchased. Unsupervised clustering will help determine which products are most often purchased together. We may also consider several supervised mining sessions where each product takes its turn as an output attribute.  

d. Database query

e. Unsupervised clustering is one choice. This assumes we are not trying to determine the value of any one attribute. However, if we wish to develop a model to determine a likely favorite spectator sport based on a person’s age, height, and weight, supervised learning is the best choice.  

3. Medical students learn surgical procedures by observing and assisting trained doctors. As individual observations lead to generalizations about how to perform specific operations, the learning is  inductive. 

4. As the web site contains a wealth of information about data mining, answers will vary. 

5. There are several possibilities. 

a. Here are some choices: GPA, total number of earned credits, number of years in school, average credits taken per semester, extra curricular activities, and whether the person has a job.

b. One classical view definition is: 

A GPA of 3.0 or higher, averages 12 or more credits per semester and has a declared major.

c. A probabilistic definition can be stated as:

An above average GPA, usually carries an average to above average credit load, and often times has a declared major.

d. An exemplar view definition lists several examples and non-examples of good students. A new instance is given the classification associated with the best matching exemplar.

6. Let's pick sore throat as the top-level node. The only possibilities are yes and no. Instances one, three four, eight, and ten follow the yes path. The no path shows instances 2,5,6,7 & 9. The path for sore throat = yes has representatives from all three classes as does sore throat = no. 
Next we follow the sore throat = yes path and choose headache. We need only concern ourselves with instances 1,3,4, 8 & 10. For headache = yes we have instances 1 (strep throat) ,8 (allergy ), & 10 (cold). For  headache = no we have instances 3 (cold) and 4 (strep throat). 

Next follow headache = yes and choose congestion(the only remaining attribute.  All three instances show congestion = yes, therefore the tree is unable to further differentiate the three instances. A similar problem is seen by following headache = no. Therefore, the path  following  sore throat = yes is unable to differentiate any of the five instances. The problem repeats itself for the path sore throat = no. In general, any top-level node choice of sore throat, congestion, or headache gives a similar result.

CHAPTER 2

Review Questions

1. Differentiate between the terms:

a. A data mining strategy is a template for problem solving. A data mining techique involves the application of a strategy to a specific set of data. 

b. A set if independent variables is used to build a model to determine the values of one or more dependent variables.

2. Yes on both counts. As one  example, feed-forward neural networks and linear regression models can both be used for estimation problems. Likewise, neural networks can be used for estimation as well as prediction problems. It is the nature of the data, not the data mining technique, that determines the data mining strategy.

3. Is each scenario a classification, estimation or prediction problem?

a. This is a prediction problem as we are trying to determine future behavior.

b. This is a classification problem as we are classifying individuals as a good or poor secured credit risks.

c. This is a prediction problem.

d. This is a classification problem as the violations have already occurred. 

e. This is a classification or estimation problem depending on how the output variable(s) are represented.

4. There are no absolute answers for this question. Here are some possibilities. 

a. For 3a: As there is an output attribute and the attribute is numeric, a neural network is a good choice. Statistical regression is also a possibility.

For 3b, 3d, 3e: A decision tree model or a production rule generator is a good choice as an output attribute exists and we are likely to be interested in how the model reaches its conclusions.

For 3c: A neural network model is a best choice as the output can be interpreted as the probability of a stock split. 

b. For 3a: Any technique limited to categorical output attributes would be of limited use as we are interested in a numeric output.

For 3b, 3d, 3e: Any technique that does not explain its behavior is a poor choice.

For 3c: A numeric output between 0 and 1 inclusive that can be treated as a probability of a stock split allows us to make a better determination of whether a stock is likely to split. Therefore, any technique whose output attribute must be categorical is a poor choice.

c. Answers will vary.

5. For supervised learning decision trees, production rules and association rules provide information about the relationships seen between the input and output attributes. Neural networks and regression models do a poor job of explaining their behavior. Various approaches to unsupervised clustering have not been discussed at this point. 

6. As home mortgages represent secured credit, model A is likely to be the best choice.  However, if the lender’s cost for carrying out a forclosure is high, model B may be a better alternative. 

7. As the cost of drilling for oil is very high, Model B is the best choice.

8. If clusters that differentiate the values of the output attribute are formed, the attributes are appropriate. 

9. Each formed cluster is designated as a class. A subset of the instances from each class are used to build a supervised learner model. The remaining instances are used for testing the supervised model. The test set accuracy of the supervised model will help determine if meaningful clusters have been formed. 

Data Mining Questions

1. The architecture of the network should appear similar to the network shown in Figure 2.2. However, the network should have 4 input-layer nodes, 5 hidden-layer nodes, and 1 output-layer node. 

2. Students find this to be an interesting exercise. You may wish to discuss credit card billing categories and help students set up their individual spreadsheets.

Computational Questions

1. Consider the following three-class confusion matrix.

a. 86%

b. 48, 45, 7

c. 2

d. 0

2. Suppose we have two classes each with 100 instances.

a. 40

b. 10

3. Consider the confusion matrices shown below. 

a. 2.008

b. 2.250
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Let + represent the class of individuals responding positively to the flyer. Then we have, 

Dividing the first fraction by the second fraction and simplifying gives the desired result. 

CHAPTER 3

Review Questions

1. Each numeric attribute split point is treated as a unique attribute having a binary outcome.

2. Traditional production rules require the output attribute(s) to be fixed. An output attribute in one rule cannot be used as an input attribute in another rule. This is not the case with assocation rules.  

3. The average squared error difference between the instances of each cluster and their corresponding cluster center is the smallest value.  

4. The elements of the population become too specialized. Attribute values that are part of several class instances are likely to be lost. 

5. Give a name to each cluster (ie. cluster 1, cluster 2 …).  Present the data to a decision tree algorithm using cluster name as the output attribute. The decision tree will allow us to see which attributes best differentiate the clusters.  Also, decision tree rules may give us additional insight about the nature of the formed clusters. 

6. There is no single correct answer for this question. In general, we must decide on the number of clusters, the number of initial solutions, which elements will be contained in each initial solution, and how crossover and mutation will be implemented. We must also define an appropriate fitness function. 

Computational Questions

1. Construct a confusion matrix for the decision tree in Figure 3.5.

	Life Ins. Promo
	Yes
	No

	Yes
	8
	1

	No
	1
	5


2. Answer the following.

a. IF Age > 43 



 THEN life insurance promotion = no



IF age <=43 & sex = female 



 THEN life insurance promotion = yes



IF age <=43 & sex = male & credit card insurance = no



 THEN life insurance promotion = no



IF age <=43 & sex = male & credit card insurance = yes



 THEN life insurance promotion = yes

b. Attribute age can be removed from the third and fourth rules.  

3. Answer the following.

a. IF credit card insurance = yes 



THEN life insurance promotion = yes



IF credit card insurance = no & sex=female



THEN life insurance promotion = yes



IF credit card insurance = no & sex = male



THEN life insurance promotion = no

b. Neither attribute can be removed without compromising rule accuracy.

4. One possibility is to split on age >29 and age<=29. The two instances following age >29 will have life insurance promotion = no. The two instances following age <=29 once again split on attribute age. This time, the split is age <=27 and age > 27. 

5. Using the heuristic of dividing classification accuracy by the total number of added branches, we have (11 / 15)  /  2 ( 0.367.

6. 3/ 8 

7. Confidence = 0.50 or 50%  


 Support = 0.20 or 20%

8. There are 22 possibilities, two for each item set entry. Here are the computations for the fourth item set. 

IF magazine promotion = yes 

THEN sex = male { confidence = 4/7, support = 4/10}

IF sesx = male

THEN magazine promotoin = yes { confidence = 4/6, support = 4/10}

9. Here are the possibilities. In all cases, the support is 40%.

IF watch promotion = no 

THEN life insurance promotion = no & credit card insurance = no


{ confidence = 4/6}

IF watch promotion = no & life insurance promotion = no 

THEN credit card insurance = no


{ confidence = 4/4}

IF watch promotion = no & credit card insurance= no 

THEN life insurance promotion = no


{ confidence = 4/5}

IF life insurance promotion = no 

THEN watch promotion = no & credit card insurance = no


{ confidence = 4/5}

IF life insurance promotion = no & credit card insurance = no 

THEN watch promotion = no


{ confidence = 4/5}


IF credit card insurance = no


THEN watch promotion = no & life insurance promotion = no


{ confidence = 4/8}

10. Determine the third iteration of the K-Means algorithm. All values are approximate:


Distance (C1 – 1) = 1.053
Distance (C2 – 1) = 3.417


Distance (C1 – 2) = 2.027
Distance (C2 – 2) 


Distance (C1 – 3) = 1.204
Distance (C2 – 3) = 2.832


Distance (C1 – 4) 
Distance (C2 – 4) = 1.421


Distance (C1 – 5) 
Distance (C2 – 5) 1.536


Distance (C1 – 6) =5.071
Distance (C2 – 6) = 2.606


After the third iteration, cluster 1 will contain instances 1,2,3, and 4. Cluster 2 will hold instances 5 and 6. The new cluster center for cluster 1 is (1.5,5).  The new cluster center for cluster 2 is ( 4.0,4.25).

11. Answers will vary.

CHAPTER 4

Review Questions

1. Differentiate between the terms:

a. A domain resemblance score represents the average similarity of all domain instances whereas a class resemblance score is the average similarity of all instances within a specific class. 

b. Attribute-value class predictability is a within-class measure that tells us the frequency of each categorical attribute value within a class. Attribute-value predictiveness is a between-class measure. It gives us the frequency of an attribute-value within a class relative to the frequency of the value within the entire domain of instances. 

c. An attribute-value domain predictability score tells gives us the percent of instances within the entire domain having a given value for a categorical attribute. Attribute-value class predictability gives us the percent of instances within a specific class having a given value for a categorical attribute. 

d. A typicality score for instance I in class C represents the average similarity of  I  to all other instances within C.  The class resemblance score for class C is computed by averaging the typicality scores of all instances within C.
e. A within-class measure computes values relative to members of a single class or cluster. For example, an attribute-value class predictability score is a within-class measure as it is computed using the instances of a single class.  An attribute-value class predictiveness score for categorical attribute value v  within class C is a between-class measure as it is computed using all domain instances. 

2. Answers will vary. Here are some possibilities. 

a. Job status is likely to be a necessary attribute. 

b. One candidate is whether the individual has defaulted on one or several previous loans.

c. Any attribute that measures monthly income relative to monthly expenses.

Data Mining Questions

1. The error messages will vary.

2. The results given here assume all parameters are set at their default values.

a. The class resemblance score for sex = male is 0.429 which is lower than the domain resemblance value of  0.460. This is a first indication that the input attributes do not distinguish the two classes. 

b.  Life insurance promotion = no is predictive and predictable of class membership for sex = male. Likewise, Life insurance promotion = yes is predictive and predictable of class membership for sex = female. Income range = 50-60k is predictive of class membership for sex = female.
c. Using the default settings, one rule is generated for each class. The rule for the female class distinguishes the female class using attribute age. The rule for the male class distinguishes males from females by their reluctance to take advanatage of the life insurance promotion.

To summarize, there is some evidence that life insurance promotional purchasing trends differ between males and females.  

3. The results given here assume all parameters are set at their default values.

a. The 20-30k income range has a class resemblance score that is lower than the domain resemblance. The other resemblance scores are higher than that of the domain. 

b. There are no highly predictive attribute values for any of the four classes.

c. One rule is generated for the 20-30K class. The rule distinguishes this class with attribute age.
To summarize, there is little evidence that marked differences in promotional purchasing trends exist between the classes formed by attribute income range. 

4. Answer the following.

a. Domain resemblance = 0.520

Healthy class resemblance = 0.581

Sick class resemblance =0.553

b. 31%

c. flat

d. 51.95

e. normal

f. 125 and 130

g. 17%

h. 0.75. Seventy five percent of all individuals having the value true for attribute angina are in the sick class.

i. Thal = rev, or #colored vessels = 2,  or # colored vessels =3

j. 82%

k. The lower bound correctness is 74.3%. The upper bound value is 89.7%. We can be 95% confident that the test set model correctness score is somewhere between 74.3% and 89.7%.  

l. five

m. There are four such rules



angina = TRUE                                                                                                                                                                                                                                                           

 

and  chest pain type =  Asymptomatic                                                                                                                                                                                                                                                  

  

:rule accuracy 87.50% 

  

:rule coverage 52.69% 



chest pain type =  Asymptomatic                                                                                                                                                                                                                                                  

 

and  slope = Flat                                                                                                                                                                                                                                                           

  

:rule accuracy 83.61% 

  

:rule coverage 54.84% 



thal = Rev                                                                                                                                                                                                                                                            

 

and  chest pain type =  Asymptomatic                                                                                                                                                                                                                                                  

  

:rule accuracy 91.53% 

  

:rule coverage 58.06% 



thal = Rev                                                                                                                                                                                                                                                            



and  slope = Flat                                                                                                                                                                                                                                                           

  

:rule accuracy 89.09% 

  

:rule coverage 52.69%

n. Maximum heart rate

5. Answers will vary depending on the real tolerance setting as well as on the parameter settings for the rule generator. Here are a few interesting rules. 

Rules for return to work = 0





Patient Type = 2000                                                                                                                                                                                                                                                           

  

:rule accuracy 88.89% 

  
:rule coverage 32.43%



60.00 <= Oswestry Score <= 71.00

  

:rule accuracy 78.95% 

  
:rule coverage 20.27%

Rules for return to work = 1



Fused = 1                                                                                                                                                                                                                                                              

  

:rule accuracy 83.33% 

  

:rule coverage 20.62% 



General Health (1-5) = 1                                                                                                                                                                                                                                                              

  

:rule accuracy 71.43% 

  

:rule coverage 51.55% 



300.00 <= Blood Loss <= 750.00

  

:rule accuracy 71.21% 

  
:rule coverage 48.45%

6. The test set correctness using the two most typical instances for training is 81%. The accuracy using the two least typical instances for training is  34%.

7. Answers will vary. 

8. Answers are based on default parameter settings:

a. The predictiveness score for sex = female is 0.81 for the survivors. The predictiveness score for sex = male  is 0.77 for the non-survivors.  For the non-survivors,  class = third has a predictiveness score of 0.72 and class = crew has a predictiveness score of 0.76. 

b. 77%

c. The lower-bound accuracy is 73.8%.  The upper-bound accuracy is 80.2%. 

d. The test set for the example in section 4.8 contains 190 non-survivors and 10 survivors. That is, 95% of the test data holds non-survivor instances. The test data does not reflect the ratio of survivors to non-survivors seen in the entire dataset. The test set for this problem contains 77% non-survivors and 23% survivors. This non-survivor to survivor ratio more closely matches the ratio seen in the entire domain of data instances.  

Computational Questions

1. Use the information in the table.

a. 40%

b. Yes, the predictiveness score is 1.0.  The predictiveness score for color = black in C1 is 1.0, therefore all C2 instances must have color = red.
c. Yes, the predictiveness score is 0.60. The predictiveness scores for color=red within C1  and C2  must sum to 1.0. 

d. C2  holds a total of 45 instances. To compute this value, we know that  40% of N = 30 where N is the total number of instances in both classes having color = red. Therefore, N must be 75. As 30 instances reside in C1  , the remaining 45 instances must be in C2. 
CHAPTER 5

Review Questions

1. Differentiate between the following:

a. Data cleaning accounts for noisy data whereas data transformation is responsible for adding, eliminating and modifying attributes. 

b. External data smoothing takes place prior to data mining. Internal data smoothing is performed by the data mining technique during the data mining process. 

c. Decimal scaling is a numerical data transformation that divides each numerical attribute value by a power of 10. Z-score normalization is also a numerical attribute data transformation method. However, the transformation uses the attribute mean and standard deviation to perform the conversion.

2. Decide which technique is best for the following problems.

a. Treat missing values as unequal compares. A pessimistic view is best as credit card debt is unsecured. 

b. Treat missing values as equal compares. We would like to send the flyer to all probable candidates. 

c. A best option is to ignore missing attribute values so as to obtain results based on exactly what is known.

d. As drilling for oil is expensive, a pessimistic view is best. Therefore, we should treat missing values as unequal compares.

e. As home loans are secured, a best option is to ignore missing values.

Data Mining Questions

1. Use the Deer Hunter Dataset of perform the following tasks:

a. The instances cluster together based on whether the deer hunter bagged a deer rather than on whether the value of attribute yes was 1 or 2. In the cluster corresponding to bagdeer = yes, the yes attribute showed a predictability score of 0.62 for value 1 (the hunter would pay the higher fee). In the cluster corresponding to bagdeer = no, the yes attribute showed a predicatability score of 0.52 for value 1.  The corresponding attribute-value predictiveness scores for yes =0 were 0.53 and 0.47. 

b. 61%

c. Choosing attributes bagdeer, bagbuck, a, trips and total cost, the test set accuracy is 63%. 

d. Using the same attributes as given in (c), the test set accuracy is 54%. Comparing the results obtained in b,c and d, we conclude that that attributes do a poor job of distinguishing between values of the output attribute. 

2. Answers will vary. A similarity setting of 93 and a real tolerance setting of 0.5 is one way to form 15 clusters.  In general, s-decdious, n-decidious, dark-barren, br-barren-1, br-barren-2 and urban form their own clusters. Shallow and deep water cluster together. The two agricultural classes cluster together. Marsh, turf-grass, wooded_swamp as well as shrub_swamp form a single cluster. 

3. Make sure that the class attribute is designated as display-only, categorical. Set the real tolerance parameter at 1.0, and the similarity measure so as to form two clusters.  One cluster will contain 112 sick instances and 28 healthy instances. The second cluster will contain 137 healthy instances and 26 sick instances. The healthy and sick instances do form their own clusters. 

4. Answers will vary. Set the minimum correctness for rule generation at 70 and the minimum rule coverage at 20 to increase the likelihood that useful rules can be found.

5. Answers will vary.

Computational Questions

1. The current minimum value is 19 and the current maximum is 55. Here is the formula to perform the transformation.
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The value age=35 transforms to age=0.444…

2. 60%

3. The new range (rounded to three places behind the decimal) is 11.167 to 13.2888.

4. Values are rounded to three places behind the decimal.

	Age
	Base 10

Logarithm

	45
	1.653

	40
	1.602

	42
	1.623

	43
	1.633

	38
	1.580

	55
	1.740

	35
	1.544

	27
	1.431

	43
	1.633

	41
	1.613

	43
	1.633

	29
	1.462

	39
	1.591

	55
	1.740

	19
	1.279


5. The fitness score for both elements 1 and 2 is 0.60. The fitness score for element 3 is 0.80.  

6. The two parameters are not related. 

CHAPTER 6

Review Questions

1. Differentiate between the following terms:

a. A dependent data mart is created from the data in a data warehouse. An indepdent data mart is structured using data external to any existing data warehouse.

b. A fact table defines the dimensions of a star schema. A dimension table contains data specific to one of the dimensions of a star schema.

c. The dice operation creates a subcube by performing an operation on two or more dimensions of a data cube. The slice operation creates a subcube by performing an operation on a single dimension. 

d. Drill-down allows data to be examined at some level of greater detail whereas a roll-up operation combines cells to give a more generalized view of the data. 

e. OLTP databases are designed for transactional processing.  OLAP systems are designed to summarize and report about data stored in a database.

2. Specify each relationship:

a. The relationship is one-to-many provided that one employee has one employer and one employer has several employees. However, an employer-employee relationship could be one-to-one or many-to-many. 

b. The relationship is one-to-one as each automobile has a unique license plate.  

c. The relationship could be one-to-one or one-to many as some parishes have more than one pastor. A many-to-many relationship is also possible as one pastor could serve several parishes and one parish could have several pastors. 

d. The usual case is a one-to-many relationship. However, if a course is allowed to have more than one instructor, the relationship is many-to-many. 

e. The usual case is one-to-one or one-to-many. However, one individual could own several homes and one home could be owned by several individuals. In this case, the relationship is many-to-many.  

3. The granularity of purchases is at the category level rather than at the individual item level.  Therefore, the customer request cannot be  fullfilled. 

4. Answers will vary. One possibility is to add a new category called promotion to the purchase dimension.  

5. Two queries for the slice operator are described. The query requesting month and region information for all cells pertaining to travel will modify the cube in Figure 6.6 by eliminating all but travel from the category dimension.  For the second query, the cube in Figure 6.6 will be modified by removing all but restaurant and supermarket from the category dimension.

Answers for the three dice operations will vary. The first query asks us to identify the month of peak travel expenditure for each region. The result will be four subcubes (one for each region). To draw the subcube for a given region, we must know the month of peak travel expenditure. Let’s assume that December is the month of peak travel expenditure for region one. The query will show a 1 x 1 x 1 cube with Month = December, Category = Travel and Region = One. 

Computational Questions

1. Answers will vary.

2. Answer the following questions:

a. 93

b. 0

c. Neither attribute has values that are sufficent for defining a sick individual. However, angina = true & (#colored vessels  > 1) is sufficient for defining individuals from the sick class.

d. The hypothesis is supported by the fact that there are 134 healthy individuals with #colored vessels = 0 and 45 sick individuals with #colored vessels = 0. 

e. The hypothesis is verified by the fact that 115 of the 165 healthy individuals show no symptoms of angina and have the value normal for thal. 

3. Answer the following:

a. two

b. zero

c. zero

d. The hypothesis is false as three of the four individuals who purchased all three promotions did not purchase credit card insurance. 

CHAPTER 7

Review Questions

1. Differentiate between the following terms:

a. Validation data is used to choose from several models built with the same training data. Test set data is used to test the accuracy of a selected model.

b. A positive correlation between two attributes shows that their values increase or decrease in unison. A negative correlation between two attributes is seen when as one attribute increases (decreases) in value the other attribute decreases (increases).

c. The experimental group receives the treatment being measured whereas the control group receives a placebo.  

d. The mean squared error is computed by finding the average of the sum of squared error differences between actual and computed output. The mean absolute error is computed by finding the average of the absolute differences between actual and computed output values. 

e. Both techniques are applied when a minimal amount of test data is available. Bootstrapping allows instances to appear several times within the training set. In this way, the size of the training set need not decrease to increase the size of the test dataset.  With cross validation,  the dataset is partitioned into fixed-size units where all but one of the units is used for training. The unused partition is used for model testing. This process is repeated until each of the fixed-size units has been used as test data. Unlike boostrapping, cross validation uses all available data for training as well as for testing. 

2. State the type I and type II error

a. The null hypothesis states that it will not snow. A type 1 error is predicting snow when it does not snow. A type 2 error is incorrectly forecasting no snow. A type 2 error is more serious as motorists will travel in bad weather. A model that commits fewer type 2 errors is a best choice.  

b. The null hypothesis states that a customer will not purchase a television. A type 1 error concludes that a customer will purchase a television when the customer will not. A type 2 error concludes that a customer will not purchase a television when the customer will make the purchase.  If the model is used to target candidates for marketing purposes, a model that commits fewer type 2 errors is a best choice.  

c. The null hypothesis states that an individual is not a likely telemarketing candidate. A type 1 error concludes that individuals who will not accept a promotional offering are good telemarketing candidates. A type 2 error rejects likely telemarketing candidates. A model committing fewer type 2 errors is a best choice. 

d. The null hypothesis states that an individual should not have back surgery. A type 1 error results in an unwarranted back surgery. A type 2 error is seen when an individual needing back surgery does not get the surgery.  A model committing fewer type 1 errors is a best choice as the model will recommend fewer unwarranted surgeries. 

3. A major advantage is that both measures of attribute signifance are included in the statistic.  A major disadvantage is that a highly predictive attribute value will appear insignificant if its corresponding predictability score is low. 

4. 99.62%

Data Mining Questions

1. The error rate for the model built with the tolerance set at 0.75 is 0.24.  The error rate for the model built with the tolerance set at 0.50 is 0.15. The computed significance score is approximately 1.949. This indicates that the test set error rate difference between the two models is not significant. 

2. Attributes eight and eleven have the highest attribute significance scores showing values of 0.65 and 0.82 respectively. The significance score for attribute eight is approximately 15.759. The significance score for attribute eleven is 39.960. Both values of P are significant.

3. The correlational value of 0.254651 as well as the scatterplot diagram indicate the attributes are not correlated. 

4. The test set error rate for the model created by the quick mine session is 59%. The test set error rate for the model created without using the quick mine feature is 61%. The model error rates are not significantly different. 

5. The test set accuracy when thal is the output attribute and #coloredvessels is the sole input attribute is 19%. This indicates that #coloredvessels  is not able to determine values for output attribute thal. Therefore, both attributes should initially be included in the model building process. The test set accuracy when chest pain type is the output attribute and maximum heart rate is the sole input attribute is 52%. As there are four possible values for maximum heart rate, there is some evidence that chest pain type is able to determine values for maximum heart rate. 
CHAPTER 8

Review Questions

1. Draw the network.
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2. We can divide the interval range into equal-size units. In doing so, we assign 0.0 to the value 10-20K, 0.1 to 20-30K etc.  As a second possibility, we can represent the attribute using more than one input node. Limiting ourselves to input values of 0 and 1 will require four input nodes to represent all possibilities. However, if we allow input nodes to have a value of 0.5, only two inputs nodes are required. As there is an actual measure of distance in the attribute (10-20K is more similar to 20-30K than it is to 30-40K) we can apply the first technique. 

3. The average member technique.

a. A primary advantage is simplicity of computation. A second advantage is that we get a basic idea of the nature of the instances found within each cluster. A main disadvantage is that we do not get a picture of the variation seen within the instances of each cluster.  A second disadvantage is that the technique tells us little of the predictive quality of the individual attributes. 

b. The cluster centers computed by the K-Means algorithm represent the most typical member of each cluster.  

Computational Questions

1. Convert the values.

a. 0.666…

b. (30 x 0.3) + 20 =  29

2. Apply [0.5,0.2,1.0] to the network in Figure 8.1

a. Input to node j =0.06, Input to node i =0.23

b. Output from node j ( 0.514995,  Output from node i ( 0.442752

c. Input to node k ( 0.2728755, Output from node k ( 0.432201

CHAPTER 9

Data Mining Questions

1. In general, the number of epochs required to train a network to recognize a linearly separable operator will not be less than the number of epochs required to train a network to recognize the XOR operator.  

2. Answers will vary. However, a likely result is that the first two and the last two instances will show as candidates for the promotion.

3. Answers will vary. As a general statement, students will not see significant differences between the one and two hidden layer architectures.

4. Answers will vary. However, the results will likely be similar to these.

a. Yes, one cluster contains 150 instances, 75% of the instances are sick individuals and 25% are healthy. The second cluster contains 153 instances, 84% of the instances are healthy individuals and 16% are sick individuals.

b. As the two classes cluster together, the input attributes are appropriate for differentiating healthy and sick patients. 

5. The classification errors are seen most often in the br_barren1,  br_barren2 and dark_barren classes. The answer to part c is no as the ESX classification is 96% correct.

6. The values for the class resemblance scores will vary depending on the setting of the real tolerance parameter.  The number of clusters and instances in each cluster will also vary as the unsupervised neural network gives slightly different results with each training session. For our experiment, we left the real tolerance at its default setting and obtained the following results:

Cluster   0:
70 instances
Class Resemblance: 0.725


Cluster   7:
48 instances
Class Resemblance: 0.882

Cluster  11:
39 instances
Class Resemblance: 1.000

Cluster  59:
30 instances
Class Resemblance: 0.881

Cluster 139:
73 instances
Class Resemblance: 0.858

Cluster 143:
40 instances
Class Resemblance: 0.999


Shallow and deep water cluster together.


Agriculture 1 and 2 cluster together.


Marsh, wooded swamp, shrub swamp and urban cluster together.


Coniferous, wooded swamp and br_barren cluster together.


Decidious, br_barren, and dark_barren cluster together.


Turf grass and decidious cluster together.

7. Answers will vary. However, results will be similar. Our results for the three class clustering showed one cluster of 226 bursts. These bursts were longer (t90) and not as bright (fl) as the bursts in the other two clusters. A second cluster contained 604 bursts. These bursts were of intermediate length and brightness. The third cluster contained 349 bursts. These bursts were very short, very hard (hr32) and very bright. 

For the four class clustering we saw one cluster of 294 instances. This cluster contained mostly short, hard bursts. A second cluster of 387 instances contained bursts of intermediate length, brightness and hardness. A third cluster of 287 instances contained long, very soft and very dull bursts. A fourth cluster  contained 211 bursts that were long soft and dull. The instances in the third and fourth clusters were differentiated by brightness and hardness but were of the same average length. 

8. Answers will vary. However, a best result will show a mean squared error of approximately 0.10 on the training data and 0.18 on the test data set.

9. Answers will vary.

CHAPTER 10

Review Questions

1. Differentiate between the following:

a. Simple linear regression is limited to one independent variable whereas multiple linear regression uses more than one independent variable.

b. With linear regression, the regression equation is linear and values for the output attribute are unbounded in both directions. With logistic regression, the equation is nonlinear and the output attribute is limited to values between 0 and 1 inclusive. 

c. A model tree represents a partial regression tree where the leaf nodes of the tree are linear regression equations rather than averages of attribute values. 

d. An a priori probability is the probability of hypothesis H in the absence of any evidence to support or refute H. A conditional probability is the probability of evidence E given that H is true. 

2. The algorithm used by ESX limits the depth of the concept tree to three levels(the root level, the concept level and the instance level. The conceptual clustering algorithm does not place a limit on the depth of the tree.

3. The two approaches are similar in that they both partition instances into disjoint clusters. The two approaches differ in that conceptual clustering incrementally adds instances to the concept hierarchy whereas agglomerative clustering is not incremental. The agglomerative approach is bottom-up in that each instance is initially assumed to be contained in a single cluster. In contrast, conceptual clustering is a top-down strategy.

Data Mining Questions

1. Apply the LINEST function.

The resultant linear regression equation with coefficients rounded to three places behind the decimal is:

Class =  -0.250Angina – 0.106Slope – 0.106Thal + 1.377

Answers for part e will vary.

2. The exponent term (ax+c) for the logistic model is

 -1.482Angina – 0.670Slope – 0.604Thal + 4.756
Answers for part e will vary.

3. The comparison is with the values in Table 10.11. Forming three well-defined clusters is a matter of trial and error. The similarity measure as well as the real-tolerance setting must be manipulated. You will notice that ESX has a tendency to form four, rather than three, clusters from the data. 

Computational Questions

1. We designated January 1996 as time=1, June 1996 as time =2, January 1997 as time =3, etc. 

a. The relationship is somewhat linear provided the value for June 2001 is not included. 

b. The regression equation is:

Amount = (6.20684) time –13.662

c. $67.03 is the predicted value. The linear regression equation is of little value in predicting future prices for EMC.

2. Logistic regression is best used for two-class problems. Therefore, to apply logistic regression to the data, we must add a column with a binary outcome to represent the output attribute. Several possibilities exist, none of which are likely to give a good result.  

3. Fill in the table data.

	
	Magazine

Promotion
	Watch

Promotion
	Credit Insurance
	
	
	Sex

	Life Insurance Promotion
	Yes
	No
	Yes
	No
	Yes
	No
	
	
	Yes
	No

	Yes
	5
	2
	4
	0
	3
	0
	
	Male
	2
	4

	No
	0
	3
	1
	5
	2
	5
	
	Female
	3
	1

	Ratio:Yes/Total
	5/5
	2/5
	4/5
	0/5
	3/5
	0/5
	
	Ratio:Male/Total
	
2/5
	4/5

	Ratio: No/Total
	0/5
	3/5
	1/5
	5/5
	2/5
	5/5
	
	Ratio:Female/Total
	3/5
	1/5

	
	
	
	
	
	
	
	
	
	
	


a. P(life insurance promotion = yes | E)=
(5/5) (4/5) (2/5) (3/5) (1/2) /P(E) = 0.096 / P(E)

P(life insurance promo = no | E) =

(2/5) (0/5) (5/5) (1/5) (1/2) / P(E) = 0



The value for life insurance promotion is yes.

b. P(life insurance promotion = yes | E)=
(5/5) (4/5) (2/5) (1/2) /P(E) = 0.16 /P(E) 

P(life insurance promo = no | E) =

(2/5) (0/5) (5/5) (1/2) / P(E) = 0



The value for life insurance promotion is yes.

c. P(life insurance promotion = yes | E)=
(5.5/6) (4.5/6) (2.5/6) (3.5/6)(1/2) /P(E) ( 0.084  / P(E)

P(life insurance promo = no | E) =

(2.5/6) (0.5/6) (5.5/6) (1.5/6)(1/2) / P(E) ( 0.004 / P(E)



The value for life insurance promotion is yes.

4. Table 10.4 shows four clusters with I1  and I3 in one cluster and I2 , I4 and I5  each forming their own cluster. The next iteration computes six possibilities.

I1 , I3 ,I2  with similarity 5/15

I1 , I3 ,I4  with similarity 7/15

I1 , I3 ,I5  with similarity 7/15

I2 , I4  with similarity 4/5

I2 , I5  with similarity 3/5

I4 , I5  with similarity 2/5

The best choice for this iteration is to combine I2 and I4   into a single cluster. This gives us three clusters. Specifically,

I1 , I3  with similarity 4/5

I2 , I4  with similarity 4/5

I5  with similarity 5/5

The next iteration shows three possible merges.

I2 , I4 ,I5  with similarity 9/15

I1 , I3 ,I5  with similarity 7/15

I1 , I2, I3 ,I4  with similarity 2/5

The best choice for this iteration is to combine I2 , I4  and I5 into a single cluster. This gives us two clusters.

I2 , I4 ,I5  with similarity 9/15

I1 , I3  with similarity 4/5

The final clustering contains all instances and shows an overall similarity of 2/5. Answers for a best clustering will vary.

5. Consider the instance to be added to the concept hierarchy.

a. Show the updated probability values for the root node.

	Tails
	One
	0.625

	
	Two
	0.375

	Color
	Light
	0.625

	
	Dark
	0.375

	Nuclei
	One
	0.125

	
	Two
	0.625

	
	Three
	0.25


b. Add the instance to node N2.

Node N2 appears as shown in the table.

	Tails
	One
	0.00
	0.00

	
	Two
	1.00
	1.00

	Color
	Light
	0.33
	0.20

	
	Dark
	0.67
	0.67

	Nuclei
	One
	0.00
	0.00

	
	Two
	1.00
	0.60

	
	Three
	0.00
	0.00


I8 is incorporated into the concept tree having N2 as the parent node in one of three ways. I8 becomes a single instance node, I8  combines with I2 to form a new node having I2 and I8 as child nodes, or I8 combines with I3 thereby forming a new node having I8 and I3 as children. As the attribute values for the new instance are identical to the attribute values for I3, I8, and I3 will combine to form an new node. Finally, node N1 will have its predictiveness score for nuclei = two change to 0.40 and Node N4 will have its predictiveness score for color = dark change to 0.33. 

c. Assume the instance creates a new first-level node.

The new node will appear as:

	Tails
	One
	0.00
	0.00

	
	Two
	1.00
	0.33

	Color
	Light
	0.00
	0.00

	
	Dark
	1.00
	0.33

	Nuclei
	One
	0.00
	0.00

	
	Two
	1.00
	0.20

	
	Three
	0.00
	0.00


Node N1 will have its predictiveness score for nuclei = two change to 0.40.  Node N2 will have its predictiveness score for nuclei = two change to 0.40. Node N2 will have its predictiveness score for color = dark change to 0.33. Node N2 will have its predictiveness score for tails = two change to 0.67. Node N4 will have its predictiveness score for color = dark change to 0.33. 

CHAPTER 11

Review Questions

1. Answers will vary.

2. The main similarity between the approaches is that bagging and boosting are both multiple model approaches. Several differences exist. Bagging gives an equal weight to each model whereas boosting assigns a weight to the individual models based on how well each model performs on the training data. Both models initially assign an equal weight to each training instance. However, boost reassigns weights to the training instances based on whether they are correctly or incorrectly classified by the current model. In this way, the next model concentrates on correctly classifying the instances incorrectly classified by previous models. 

Bagging is likely to perform better when the instance typicality scores do not vary. Boosting is likely to perform better when the data contains a wealth of atypical data. 

3. If the typicality scores show little variation, a single model approach, bagging and boosting are likely to show similar results.  When typicality scores show a a large degree of variation, boosting is likely to increase classification accuracy. This is the case as boosting is able to build models that concentrate on classifying atypical as well as typical training instances.      

4. No. The time element built into the data will be lost if subsets of training instances are chosen. 

5. One purpose of bagging is to use several models to average the irregularities in a set of training data. Instance typicality can be applied to achieve the same goal by building models that minimize the use of atypical training data.  

6. One possibility is to replace numeric values with categorical values such as small gain, average gain, and large gain. 

7. Answers will vary.

Data Mining Questions

1. The regression equation is

Nasdaq =  1.282Nasdaq-1 – 0.103Dow-1 – 0.331Nasdaq-2+0.015Dow-2 + 1113.716

The predicted week 49 value is approximately 2723.98. 

2. The regression equation is

Dow = -0.180Nasdaq-1 + 0.952Dow-1  + 0.218Nasdaq-2 – 0.332Dow-2 +  3909.009

The predicted week 49 value is approximately 10561.14

3. Answers will vary.

4. Answers will vary.

5. Make sure to place blanks in the week 49 values for the Nasdaq and Dow averages. ESX predicts a gain when in fact week 49 is a loss. 

6. The exponent term for the logistic regression equation is

0.0036Nasdaq-1 – 0.0015Dow-1 –  0.045Nasdaq-2 +  0.0004Dow-2 + 15.3807

For week 49, the exponent term is –114.737.  The value of the regression equation is 1.48 x 10-50  which represents zero. As 1 represents a gain and zero a loss, the model correctly determines that week 49 will show a loss for the Nasdaq average.

7. Answers will vary.

8. Answers will vary.

CHAPTER 12

Review Questions

1. Differentiate between the following:

a. Bottom-up methods are inductive in that they involve watching an expert as he/she solves problems. Top-down methods are deductive and require the expert to directly participate in the knowledge acquisition process.

b. Forward chaining is a reasoning process that starts with what is known to make new conclusions. Backward chaining starts with the goal and determines the necessary conditions for the goal to be true.

c. Breadth-first search expands a search space by examining each possibility at the current depth level before  proceeding to a vertically deeper position. Depth-first search moves vertically deeper into the search space until a path to the goal is found or a dead-end is seen. If a dead-end is encountered, the search proceeds in a horizontal manner. 

d. Metaknowledge is high-level knowledge about the knowledge contained in a knowledge-based system. For example, metaknowledge may offer information about how, when, or where other knowledge was obtained. 

e. A knowledge-based system is a general term representing any system that has been built from knowledge obtained from one or several sources. An expert system requires the knowledge to be obtained from one or more human experts. 

f. Verification asks if an expert system solves problems by using the same reasoning process as that used by the expert(s) whose knowledge is contained within the system. A verification is concerned with the internal workings of the expert system. A validation is external as it asks if the expert system is able to correctly solve the same problems as those solved by the expert(s) used to build the system. 
2.  
Answers will vary.

3. Answers will vary.

4. Basically, any of the applications where a wealth of relevant data for analysis can be obtained. 

5. The bottom-up approach is more time consuming.  A list of candidate problems covering all likely scenarios will need to be determined and the expert will have to examine each problem in detail to determine a best strategy. The top-down approach is likely to be more productive.

6. Backward chaining is a poor choice for solving the water jug problem as the number of possible goal-state values for the 3-gallon jug is infinite. If values for the amount of water in either jug are limited to integer values greater than or equal to zero, a backward chaining solution is possible. To illustrate, we assume the goal state is one of  (2,3), (2,2), (2,1), or (2,0). We first select (2,3) as a possibility.   States leading to a final solution of (2,3) must apply rule 6 or rule 8 as the 3-gallon jug must be filled. The possible prior states that will result in a 3-gallon jug filled with water are (4,2), (4,1) , (3,0), and (1,2). The only state giving the goal state after appliction of one of the rules (rule 6 in this case) is (4,1). Therefore, if (2,3) is a reachable goal state, the prior state must be (4,1). This reasoning process is repeated several times to reach the initial state of (0,0). 

Computational Questions

1. Here are the rules and results applied with a  breadth-first strategy.

Rule 1 applied to (0,0) gives (4,0)

Rule 2 applied to (0,0) gives (0,3)

Rule 2 applied to (4.0) gives (4,3)

Rule 6 applied to (4,0) gives (1,3)

Rule 7 applied to (0,3) gives (3,0)

Rule 4 applied to (1,3) gives (1,0)

Rule 2 applied to (3.0) gives (3,3)

Rule 8 applied to (1,0) gives (0,1)

Rule 5 applied to (3,3) gives (4,2)

Rule 1 applied to (0,1) gives (4,1)

Rule 3 applied to (4.2) gives (0,2)

Rule 6 applied to (4,1) gives (2,3) * goal state

Rule 7 applied to (0,2) gives (2,0) * goal state

2. We use a state space to keep track of the number of missionaries and cannibals on the east side of the river. The state space must also tell us whether the boat is on the east side or the west side of the river. The start position (3m, 3c, e) tells us that all three missionaries and all three cannibals reside on the east side of the river as does the boat. There are two possible solutions:

Solution 1 

Step

Action



Resultant State

1
(2 cannibals cross to the west side)

(3m, 1c, w)

2
(1 cannibal returns)


(3m, 2c, e)

3
(2 cannibals cross to the west side) 

(3m, 0c, w)

4
(1 cannibal returns)


(3m, 1c, e)

5
(2 missionaries cross to the west side)
(1m, 1c, w)

6
(1 cannibal and 1 missionary return)
(2m, 2c, e)

7
(2 missionaires cross to the west side)
(0m, 2c, w)

8
(1 cannibal returns)


(0m, 3c, e)

9
(2 cannibals cross to the west side) 

(0m, 1c, w)

10
(1 cannibal returns)


(0m, 2c, e)

11
(2 cannibals cross to the west side)

(0m, 0c, w)

Solution 2 

Action




Resultant State

(1 cannibal and 1 missionary to west side )
(2m, 2c, w)

(1 missionary returns)



(3m, 2c, e)

Follow steps 3 through 11 above.

3. Here is one sequence of moves to solve the problem.

Exchange the blank space with the 6.

Exchange the blank space with the 8.

Exchange the blank space with the 2.

Exchange the blank space with the 1.

Exchange the blank space with the 8.

4. Answers will vary. 

5. We repeatedly examine the rules in order and apply each rule when its preconditions are satisfied. As a is true, rule 1 is applied and b  is added to the known facts. As b is true, rule 6 is applied and y is added to the known facts. Examinining rules 1 through 6 a second time reveals that no additional conclusions can be made. Therefore, the attempt to prove g is true using the initial facts fails. 

6. The rules can be listed in any order. Also, rules containing one or more OR conditionals can be further simplified by creating one rule for each OR condition.  

IF output constraints are satisifed



AND desireable criteria test is satisfied

THEN decision tree is selected

IF output attribute is categorical 

AND output attribute is singular

THEN output constraints are satisfied

IF explanation is required

OR production rules are required

OR input attribute criteria are satisfied

THEN desireable criteria test is satisfied

IF some input attributes are categorical

OR data distribution test is satisfied

THEN input attribute criteria are satisfied

IF data distribution is unknown

OR data distribution is not normal

THEN data distribution test is satisfied

7. Answers will vary.

8. Answers will vary. A good in-class activity is to  build a goal tree for one or more of the problems.

CHAPTER 13

Review Questions

1. Differentiate between the following:

a. Objective probability values are exact. For example, there is no disagreement that when throwing a die the probability of  having any one of the six faces show is one sixth. In contrast, subjective probabilities are based on personal experience and can vary from person to person.   

b. Experimental probabilities are obtained through sampling a population. Subjective probabilities are based on personal experience. 

c. Likelihood of necessity is computed using the conditional probabilities of a piece of evidence being false. Likelihood of sufficiency is computed using the conditional probabilities of a piece of evidence being true. 

2. 
Step 1 is fuzzification. This process converts crisp numeric input values to their corresponding degrees of membership within each fuzzy set. Step 2 is rule inference. In this step, the fuzzified values obtained in step 1 are applied to the fuzzy rule base.  Each rule that fires contributes to the truth of the output variable. In step 3 the truth values of all rules that fired in step 2 are combined to form a single fuzzy set. In step 4 the fuzzy set formed in step 3 is converted to a final crisp output score. 

3.
The problems that do not contain an element of uncertainty are deciding on which federal tax form to use, determining whether you can give blood and determining if you can file an electronic federal tax return. 

Accurate statistical data is likely to exist for fossil and tree identification. Therefore, these two problems are good candidates for Bayesian reasoning.  As accurate data is not likely to exist for the remaining problems, they are best approached using fuzzy logic. 

Computational Questions

1. The probability of winning if you stay with your original choice is 1/3. The probability of winning given the other two choices is 2/3. Therefore, you increase your odds of winning to 2/3 by trading your first choice for the remaining box. 

2. Using Figure 13.2, we have the following for a 30 year old who has accepted 5 promotions:

	Fuzzy Set
	Degree of Membership

	
	

	Age is middle_aged
	0.10

	Age is young
	0.30

	Previous_accepts are some
	0.20

	Previous_accepts are several
	0.60



Rules 1 and 2 fire. The clipped output value for life_insurance_accept is high is 0.30.  The clippled output value for life_insurance_accept is moderate is 0.10.  We use axis points 35, 45, 55, 65, 75, 85, and 95. 
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Making the computation gives us a confidence value of 73% that the customer is a likely candidate for the promotion. 

3. 0.225 / 0.505 or approximately 44.6%.

4. 10 / 13 or approximately 76.92%

CHAPTER 14

1. Here are plausible answers for each agent type. 

Anticipatory agents. Situatedness is the most important feature as these agents must sense what the user is attempting to do. 

Filtering agents. A case can be made for either situatedness or autonomy as filtering agents must be able to receive sensory information and perform actions without intervention from others.  

Semiautonomous agents. Autonomy is the most important feature as these agents must be able to achieve goals without user intervention.

Find-and-retrieve agents. Autonomy is the most important feature as these agents must be able to achieve goals without user intervention.

User agents. An argument can be made for any one of the four characteristics. 

Monitor-and-surveillance agents. Situatedness is the most important feature as these agents must be able to sense their environment. 

Data mining agents. Adaptivity is the most important feature as the ability to learn is of primary importance. 

Proactive agents. Autonomy is the most important feature as proactive agents must act without intervention from others.

Cooperative agents. Sociability is the most important feature as the ability to interact with other agents is of primary importance.

2. Coordination does not imply cooperation. Within a group of agents, each agent may have an assigned task to be performed when some condition becomes true. The actions performed by the agents achieve a common goal. Interaction between agents is not necessary for each agent to know when to perform its function.

3. List similarities and differences in purpose and task for data mining models, expert systems and intelligent agents.

Data mining models and intelligent agents. Data mining models and intelligent agents are similar in that each can learn from its environment. The approaches differ in that data mining models are built to test various hypotheses whereas intelligent agents are goal directed. 

Data mining models and expert systems.  Data mining methods and expert systems approaches can many times be used to solve the same problems. The difference between the two methods is in how the problem solving models are built. Data mining models are built from data whereas expert systems are built from the knowledge obtained from one or several human experts. 

Expert systems and intelligent agents. As indicated in the text, there are at least three main differences between expert systems and intelligent agents. Specifically, 

Expert systems generalize problem-solving knowledge whereas intelligent agents personalize knowledge.

Expert systems passively respond to queries whereas intelligent agents actively pursue goals. 

Expert systems solve difficult problems in specialized domains whereas intelligent agents are designed to carry out everyday tasks. 

4. Answers will vary
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