	Department of B.Sc.. in Computer Science and Engineering Syllabus



	First Year : Semester I
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 133
	Structured Programming Language 
	3 + 0
	3.0
	 

	CSE 134
	Structured Programming Language Lab 
	0 + 6
	3.0
	 

	CSE 143
	Discrete Mathematics
	3 + 0
	3.0
	 

	CSE 144
	Discrete Mathematics Lab
	0 + 2
	1.0
	 

	ENG 101
	English Language I
	2 + 0
	2.0
	 

	ENG 102
	English Language I Lab
	0 + 2
	1.0
	 

	IPE 106
	Engineering Graphics
	0 + 2
	1.0
	 

	IPE 108
	Workshop Practice
	0 + 2
	1.0
	 

	MAT102D
	Matrices, Vector Analysis and Geometry
	4 + 0
	4.0
	 

	PHY 103E
	Mechanics, Wave, Heat & Thermodynamics
	3 + 0
	3.0
	 

	 
	Total
	14 + 15 = 29
	22.0
	 

	First Year: Semester II
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 100
	Project Work
	0 + 2
	1.0
	 

	EEE 107Q
	Electrical and Electronic Circuit Analysis
	4 + 0
	4.0
	 

	EEE 108Q
	Electrical and Electronic Circuit Analysis Lab
	0 + 6
	3.0
	 

	CSE 137
	Data Structure
	3 + 0
	3.0
	CSE 133

	CSE 138
	Data Structure Lab
	0 + 4
	2.0
	 

	ENG 103
	English Language II
	2 + 0
	2.0
	 

	ENG 104
	English Language II Lab
	0 + 2
	1.0
	 

	MAT103D
	Calculus
	4 + 0
	4.0
	 

	 
	Total
	13 + 14 = 27
	20.0
	 

	Second Year: Semester I
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	EEE 201Q
	Digital Logic Design
	3 + 0
	3.0
	EEE 107

	EEE 202Q
	Digital Logic Design Lab
	0 + 4
	2.0
	 

	CSE 237
	Algorithm Design & Analysis
	3 + 0
	3.0
	CSE 137

	CSE 238
	Algorithm Design & Analysis Lab
	0 + 3
	1.5
	 

	BAN 243
	Cost and Management Accounting
	3 + 0
	3.0
	 

	PHY 207
	Electromagnetism, Optics & Modern Physics
	3 + 0
	3.0
	 

	PHY 222B
	Basic Physics Lab
	0 + 3
	1.5
	 

	STA 202
	Basic Statistics & Probability
	4 + 0
	4.0
	 

	 
	Total
	16 + 10 = 26
	21.0
	 

	 
	 
	 
	 
	 

	Second Year : Semester II
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 200
	Project Work
	0 + 2
	1.0
	 

	CSE 233
	Object Oriented Programming Language 
	3 + 0
	3.0
	CSE 133

	CSE 234
	Object Oriented Programming Language Lab
	0 + 6
	3.0
	 

	CSE 339
	Theory of Computation
	2 + 0
	2.0
	 

	CSE 241
	Concrete Mathematics and Numerical Analysis
	3 + 0
	3.0
	 

	CSE 242
	Concrete Mathematics and Numerical Analysis Lab
	0 + 3
	1.5
	 

	ECO 103
	Principles of Economics
	4 + 0
	4.0
	 

	MAT204D
	Complex Variables, Laplace Transform and Fourier Series
	4 + 0
	4.0
	 

	 
	Total
	16 + 11 = 27
	21.5
	 

	 
	 
	 
	 
	 

	 
Third Year : Semester I
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 367
	Microprocessor & Interfacing
	3 + 0
	3.0
	EEE 201

	CSE 368
	Microprocessor & Interfacing Lab
	0 + 3
	1.5
	 

	CSE 365
	Communication Engineering
	3 + 0
	3.0
	 

	CSE 366
	Communication Engineering Lab
	0 + 3
	1.5
	 

	CSE 333
	Database System
	3 + 0
	3.0
	 

	CSE 334
	Database System Lab 
	0 + 6
	3.0
	 

	CSE 335
	Operating System and System Programming
	3 + 0
	3.0
	 

	CSE 336
	Operating System and System Programming  Lab
	0 + 3
	1.5
	 

	CSE 351
	Management Information Systems
	3 + 0
	3.0
	 

	 
	Total
	15 + 15 = 30
	22.5
	 

	 
	 
	 
	 
	 

	Third Year : Semester II
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 300
	Project Work & Seminar
	0 + 3
	1.5
	 

	CSE 329
	Computer Architecture
	3 + 0
	3.0
	 

	CSE 361
	Computer Networking
	3 + 0
	3.0
	CSE 365

	CSE 362
	Computer Networking Lab
	0 + 3
	1.5
	 

	CSE 373
	Computer Graphics and Image Processing 
	3 + 0
	3.0
	 

	CSE 374
	Computer Graphics and Image Processing Lab
	0 + 3
	1.5
	 

	CSE 331
	Software Engineering
	3 + 0
	3.0
	 

	CSE 332
	Software Engineering Lab 
	0 + 3
	1.5
	 

	CSE 363
	Advanced Data Structure and Algorithm
	2 + 0
	2.0
	CSE 137,
CSE 237

	CSE 364
	Advanced Data Structure and Algorithm Lab
	0 + 3
	1.5
	 

	 
	Total
	14 + 15 = 29
	21.5
	 

	 
	 
	 
	 
	 

	Fourth Year : Semester I
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 400
	Project
	0 + 4
	2.0
	 

	CSE 433
	Artificial Intelligence 
	3 + 0
	3.0
	 

	CSE 434
	Artificial Intelligence Lab 
	0 + 3
	1.5
	 

	CSE 445
	Web Engineering
	2 + 0
	2.0
	 

	CSE 446
	Web Engineering Lab
	0 + 2
	1.0
	 

	CSE 439
	Compiler Construction
	3 + 0
	3.0
	CSE 259

	CSE 440
	Compiler Construction Lab 
	0 + 3
	1.5
	 

	CSE 4**
	Option I
	3 + 0
	3.0
	 

	CSE 4**
	Option I Lab 
	0 + 3
	1.5
	 

	 
	Total
	11 + 15 = 26
	18.5
	 

	 
	 
	 
	 
	 

	Fourth Year: Semester II
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 406
	Viva Voce
	0 + 2
	1.0
	 

	CSE 408
	Project
	0 + 8
	4.0
	 

	CSE 425
	Digital Signal  Processing
	3 + 0
	3.0
	MAT 103D,
MAT 204D

	CSE 426
	Digital Signal  Processing Lab
	0 + 3
	1.5
	 

	CSE 4**
	Option II
	3 + 0
	3.0
	 

	CSE 4**
	Option II Lab
	0 + 3
	1.5
	 

	 
	Total
	6 + 16 = 22
	14.0
	 

	 
	 
	 
	 
	 

	 
Optional : Option I
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 469
	Bio-informatics
	3 + 0
	3.0
	CSE 237

	CSE 470
	Bio-informatics Lab
	0 + 3
	1.5
	 

	CSE 455
	Contemporary Course on Computer Science
	3 + 0
	3.0
	 

	CSE 456
	Contemporary Course (Lab) on Computer Science
	0 + 3
	1.5
	 

	CSE 473
	Natural Language Processing
	3 + 0
	3.0
	CSE 259

	CSE 474
	Natural Language Processing Lab
	0 + 3
	1.5
	 

	CSE 461
	Distributed System
	3 + 0
	3.0
	 

	CSE 462
	Distributed System Lab
	0 + 3
	1.5
	 

	CSE 463
	Advanced Database System 
	3 + 0
	3.0
	CSE 333

	CSE 464
	Advanced Database System Lab
	0 + 3
	1.5
	 

	 
 
Optional: Option II
	 
	 
	 

	Course No
	Course Title
	Hours/Week
Theory + Lab
	Credits
	Prerequisite

	CSE 427
	Fiber Optics
	3 + 0
	3.0
	PHY 207E

	CSE 428
	Fiber Optics Lab
	0 + 3
	1.5
	 

	CSE 475
	Machine Learning
	3 + 0
	3.0
	 

	CSE 476
	Machine Learning Lab
	0 + 3
	1.5
	 

	CSE 443
	Contemporary Course on Computer Science
	3 + 0
	3.0
	 

	CSE 444
	Contemporary Course (Lab)on Computer Science 
	0 + 3
	1.5
	 

	CSE 457
	Parallel Processing 
	3 + 0
	3.0
	 

	CSE 458
	Parallel Processing Lab
	0 + 3
	1.5
	 

	CSE 467
	VLSI Design
	3 + 0
	3.0
	EEE 201

	CSE 468
	VLSI Design Lab
	0 + 3
	1.5
	 


 
Detailed Syllabus
 
CSE 100 PROJECT WORK
2 Hours/Week, 1 Credit
 
Any project based on C language including implementation of Data Structure is acceptable. Gaming project using graphics.h library in C is preferable. Teachers must have to ensure every project is unique. Innovative project idea should get extra weight to prevent imitating old projects.
 
CSE 108* COMPUTER AIDED ENGINEERING DRAWING
4  hours/Week,  2 Credits
 
The aim of this course is to introduce students the basic concepts and the use of engineering drawing in the design and manufacturing field. The students acquaint with the basic knowledge and skills in engineering drawings and the capability to read and interpret blue prints for manufacturing. The students can also develop an understanding of 2D and 3D computer aided drafting with the requirements of good engineering drawings and be able to apply them to their work. 
 It is essential to know the technical drawing rules before starting CAD-CAM programs. Using computers at the beginning of the engineering education will help the students visualize engineering components. Appropriate sketching exercises will be done during practice hours by using a package program namely AutoCAD. The CAD software should be perceived by the student as a tool for producing engineering drawings. However, it should be strongly felt that students should design shapes that suited the purpose and manufacturing methods rather than being driven by the software capabilities. Note that CSE 134 is not AutoCAD course but an engineering drawing course.  
Textbook: The ABCs of Mechanical Drafting with an Introduction to AutoCAD 2000 
                   by Tony Cook, Robin Prater
Reference: AutoCAD 2004 3D Drawing and Solid Modeling by Thomas P. Zurflieh
 
CSE 133* STRUCTURED PROGRAMMING LANGUAGE
3 Hours/Week, 3 Credits 
 
 
 
Programming Language: Basic concept, Overview of programming languages, Problem Solving Techniques and Data Flow Diagram. C-Language: Preliminaries, Program constructs, variables and data types in C. Input and output. Character and formatted I/O; Arithmetic Expressions and Assignment statements; Loops and Nested loops; Decision making; Arrays, Functions; Arguments and local variables, Calling Functions and arrays. Recursion and Recursive functions; Structures within structure. Files; File functions for sequential and Random I/O. Pointers; Pointers and structures; Pointer and functions; Pointer and arrays; Operation and Pointer; Pointer and memory addresses; Operations on Bits; Bit Operation; Bit field; Advanced features; Standard and library. 
 
CSE 134* STRUCTURED PROGRAMMING LANGUAGE LAB (UNIX Environment)
6 Hours /week, 3 Credits
 
Students should be able to solve different easy problems with their analysis using pen and papers and then doing code on computers just like expressing their speech using a language; they should also be able to calculate outputs for different inputs on papers before running the code that will prove their understanding of the logics behind the code. 
Introduction: Introductory outputs using C. Data Types and Operator: Declaring variables of different data types and doing different types of operations on them, facing problems when internal result of calculation crosses the boundary of a data type. Data Input/Output: Variation and formats of getting input and giving output. Control Statement: Implementation of all types of control statement structures, odd/even test, find max/min from 2/3 numbers, generate grades from marks, floor, ceiling, absolute value, sum of n numbers using loop and calculate average, test prime, generate Fibonacci sequence. Array, String and Nested Looping: Finding the number of students getting marks above average, finding vowel and consonant from a given string, detecting palindrome, counting words of a string, reversing each words of a sentence, using different functions of string.h library, bubble sort, matrix multiplication, Using Library Functions: Functions from stdio.h, math.h, stdlib.h and ctype.h library. Functions: Doing some previous problems using function, implement call by value and call by reference, prime factorization. Recursion: Find Greatest Common Divisor, Fibonacci, Factorial, Tower of Hanoi. Program Structure: Use static and global variable. Pointers: Passing pointer to a function, dynamic memory allocation, arrays of pointers. Structure and Union: Sorting points (first according to x, then according to y), using line segment structure (point structure inside line), using union. File: Opening, closing, creating and processing data files.
 
CSE 137 DATA STRUCTURES 
3 Hours/Week, 3 Credits
 
Internal Data Representation. Specification, representation and manipulation of basic data structures: arrays, records and pointers, linked lists, stacks, queues, recursion, trees, optimal search trees, heaps, disjoint sets. Graphs and their application, String processing. Searching, Sorting and Hashing techniques. 
 
Reference: 
1. Data Structures – Seymour Lipschutz, Schaum’s Outlines Series. 
 
CSE 138 DATA STRUCTURE LAB.
4 Hours/Week , 2.0 Credits
 
Using a programming language, creating and manipulating various linear data structures: linked list, stacks and queues. 
Creating and manipulating non-linear data structures: B-trees and heaps, disjoint set. 
Implementing sorting, searching and hashing techniques, string processing.
 
CSE 143 DISCRETE MATHEMATICS 
3 Hours/Week, 3 credits
 
Set, relations Functions: Set, Function, Representing Relations, Equivalence Relations
Propositional Calculus: Propositions, Predicate and Quantifier, 
Algorithms: Complexity, Divisions, Algorithm, Application of Number Theory
Recursion: Sequences and summations, Recursive Definition and algorithm
Combinatorial Analysis: Permutation and Combination, Divide and Conquer Algorithms, Generating Functions
Graphs: Representation, Isomorphism, Connectivity, Euler and Hamilton path, Shortest path, Planer, Coloring
Boolean Algebra: Number System, Boolean Function, representing Boolean Function, Logic gate, Minimization of Circuits
 
CSE 144 DISCRETE MATHEMATICS LAB
2 Hours/Week , 1.0 Credit
 
1. Graph Plotting, Growth of function
2. Combinatorics 
3. Complexity Calculation
4. Number Theory
5. Hashing
6. Generating function
7. Pseudocode Writing
8. Dijkstra’s Algorithm
9. Circuit Design
 
 
CSE 200 PROJECT WORK
2 Hours/Week, 1.0 Credits
 
Project focusing on Object oriented programming approach and using standard algorithm is preferable. Every project should maintain a goal so that it can be used as a useful tool in the IT fields. Also innovative project ideas that require different types scripting/programming languages or programming tools can be accepted with respect to the consent of the corresponding project supervisor.
 
CSE 203* Introduction to COMPUTER LANGUAGE
2 Hours/Week, 2 Credits
 
Computer Basics: Concept on Computer Hardware, Software and its classification, networking and Internet.
C-Language: Preliminaries, Program constructs variables and data types in C. Input and output. Character and formatted I/O; Arithmetic Expressions and Assignment statements; Loops and Nested loops; Decision making; Arrays, Functions; Arguments and local variables, Calling Functions and arrays. Recursion and Recursive functions; Structures within structure. Files; File functions for sequential and Random I/O. Pointers; Pointers and structures; Pointer and functions; Pointer and arrays; Operation and Pointer; Pointer and memory addresses; Operations on Bits; Bit Operation; Bit field; Advanced features; Standard and library. 
 
CSE 204* Introduction to COMPUTER LANGUAGE LAB
6 Hours/Week, 3 Credits
 
Computer Basics: Students will learn the basic concepts of Windows operating system, Word Processor software, Spread Sheet software, and Presentation software.
C-Language: Laboratory works based on the theory classes.
 
* (A-CEP, B-CEE, C-IPE, D-CHE, E-MAT, F-PHY, G-ANP, H-ECO, I-PAD, J-PSS, K-SCW, L-SOC, M-BAN, N-FES, O-ENG, P-FET, Q-EEE, R-ARC, T-GEB, U-BNG, V-PAD, W-GEE, Y-BMB, Z-PGE)
 
CSE 205* Database Management and Programming
2 Hours/Week, 2 Credits
 
Computer Basics: Concept on Computer Hardware, Software and its classification, networking and Internet. Introduction to Database: Database Management System, Relational Database management System, Entity-Relationship Model, Relational Model, SQL, Sorting, Indexing, Integrity Constraints, Transaction Concept, Database System Architecture. Database Management: Creating a Database, Opening a Database, Modifying a Database, Modifying a Database Structure, Indexing, Sorting, Searching a Database, Designing a Customer Screen, Designing a Report, Designing a Menu. Database Programming: Programming concept, A Simple Program, Memory variables, Constants, Operators, Commands, Arrays, Macros, Different Type of Processing, Procedures, Functions. Programming for Data Entries, Update, Report, Menu and Searching.
 
CSE 206* Database Management and Programming LAB
6 Hours/Week, 3 Credits
 
Computer Basics: Students will learn the basic concepts of Windows operating system, Word Processor software, Spread Sheet software, and Presentation software. Database Management: Students will learn to create, modify, indexing, sorting a database, Designing a customer Screen, designing a report, designing a menu. Database Programming: Students will learn basic programming with database.
 
* (A-CEP, B-CEE, C-IPE, D-CHE, E-MAT, F-PHY, G-ANP, H-ECO, I-PAD, J-PSS, K-SCW, L-SOC, M-BAN, N-FES, O-ENG, P-FET, Q-EEE, R-ARC, T-GEB, U-BNG, V-PAD, W-GEE, Z-PGE)
 
CSE 209* NUMERICAL ANALYSIS
2 Hours/Week, 2 credits
 
Numerical analysis: Errors in numerical calculations. Error : Definitions, sources, examples. Propagation of Error. A general error formula. Root finding : The bisection method and the iteration method, the method of false position. Newton-raphson method. Methods of approximation theory : Polynomial interpolation: Lagrange form, divided formula for interpolation. Solution of systems of Linear equations: Gaussian elimination. The pivoting strategy, Iteration method solution of tridiagonal systems. Numerical solution of ordinary differential equations: Euler's method (including modified form), Rnge-Kutta method. Numerical Integration : Trapezoidal method. Simpson's method. Weddle's method; Eigen value problems for matrices, Use of computer to implement projects in numerical methods.
 
CSE 210* NUMERICAL ANALYSIS LAB 
2 Hours/Week, 1 credits 
 
Laboratory works based on CSE 209.
 
* (A-CEP, B-CEE, C-IPE, D-CHE, E-MAT, F-PHY, G-ANP, H-ECO, I-PAD, J-PSS, K-SCW, L-SOC, M-BAN, N-FES, O-ENG, P-FET, Q-EEE, R-ARC, T-GEB, U-BNG, V-PAD, W-GEE, Z-PGE)
 
CSE 233 OBJECT ORIENTED PROGRAMMING LANGUAGE
3 Hour/week, 3 Credits
 
Introduction to Java: History of Java, Java Class Libraries, Introduction to Java Programming, A simple Program. Developing Java Application: Introduction, Algorithms, Pseudo code, Control Structure, The If /Else Selection Structure, The While Repetition Structure, Assignment Operators, Increment and Decrement Operators, Primitive Data Types, Common Escape Sequence, Logical Operator
Control Structure: Introduction, The For Structure, The Switch Structure, The Do/While Structure, The Break and Continue Structure. Methods: Introduction, Program Module in Java, Math Class Methods, Method Definitions, Java API Packages, Automatic Variables, Recursion, Method Overloading, Method of the Applet Class. Arrays : Introduction, Arrays, Declaring and Allocating Arrays, Passing Arrays to Methods, Sorting Arrays, Searching Arrays, Multiple-Subscripted Arrays
Object-Based Programming: Introduction, Implementing a Time Abstract DataType with  a Class, Class Scope, Controlling Access to Members, Utility Methods, Constructors, Using Overload Constructor, Using Set and Get Method, Software Reusability, Friendly Members, Finalizers, Static Class Members, Data Abstraction and Information Hiding
Object-Oriented Programming: Introduction, Superclasses and Subclasses, Protected Members, Using Constructor and Finalizers in Subclasses, Composition vs. Inheritance, Introduction to polymorphism, Dynamic method building, Final Methods and Classes, Abstract Superclasses and Concrete Classes. String and Characters, Graphics, Exception Handling, Files and Stream, Java API, Utility Classes, 2D Graphics, GUI, Swing, Events.
 
CSE 234 OBJECT ORIENTED PROGRAMMING LANGUAGE LAB.
6 Hours/Week, 3 Credits
 
Object-Oriented Programming: Classes and objects, Constructors and destructor, Encapsulation of class members and methods, Manipulating objects. Dynamic Memory Allocation: Pointers to objects, Pointers and arrays, Call-by-reference and call-by-value. Concept of Inheritance, Interface and Polymorphism: Direct and indirect inheritance, Private and protected members of inherited class, Constructors and destructors under inheritance, Polymorphism, Abstract base classes. Exceptions: Error handing in program, Creating own exception. Handing Files: Input/Output streams, Processing files, Random access files. Thread Programming: Introduction to threads, Using threads to solve multi-tasking problems, Thread synchronization. Client-Server programming: Applet and Servlets, Introduction to JSP, Socket programming. GUI: Basic user interface design using Java swing. 
Understanding Java Enterprise Level Works. 
 
CSE 237 ALGORITHM DESIGN AND ANALYSIS
3 Hours/Week , 3 Credits
 
Analysis of Algorithm:
Asymptotic analysis: Recurrences, Substitution method, Recurrence tree method, Master method
Divide-and-Conquer: Binary search, Powering a number, Fibonacci numbers, Matrix Multiplication, Strassen’s Algorithm for Matrix Multiplication.
Sorting: Insertion sort, Merge sort, Quick sort, Randomized quick sort, Decision tree, Counting sort, Radix sort.
Order Statistics: Randomized divide and conquer, worst case linear time order statistics.
Graph: Representation, Traversing a graph, Topological sorting, Connected Components.
Dynamic Programming: Elements of DP (Optimal substructure, Overlapping subproblem), Longest Common Subsequence finding problem, Matrix Chain Multiplication.
Greedy Method: Greedy choice property, elements of greedy strategy, Activity selector problem, Minimum spanning tree (Prims algorithm, Kruskal algorithm), Huffman coding.
Shortest Path Algorithms: Dynamic and Greedy properties, Dijkstra’s algorithm with its correctness and analysis, Bellman-ford algorithm, All pair shortest path: Warshall’s algorithm, Johnson’s algorithm
Network flow: Maximum flow, Max-flow-min-cut, Bipartite matching.
Backtracking/Branch-and-Bound: Permutation, Combination, 8-queen problem, 15-puzzle problem.
Geometric algorithm: Segment-segment intersection, Convex-hull, Closest pair problem.
And NP Completeness, NP hard and NP complete problems.
CSE 238 ALGORITHMS DESIGN AND ANALYSIS LAB
3 Hours/Week, 1.5 Credits
 
Using different well known algorithms to solve the problem of Matrix-Chain Multiplication, Longest Common Subsequence, Huffman codes generation, Permutation, Combination, 8-queen problem, 15-puzzle, BFS, DFS, flood fill using DFS, Topological sorting, Strongly connected component, finding minimum spanning tree, finding shortest path (Dijkstra’s algorithm and Bellman-Ford’s algorithm), Flow networks and maximum bipartite matching, Finding the convex hull, Closest pair.
 
CSE 241 CONCRETE MATHEMATICS AND NUMERICAL ANALYSIS
3 Hours/Week, 3 credits
 
Numerical analysis: Errors in numerical calculations. Error: Definitions, sources, examples. Propagation of Error. A general error formula. Taylor series and reminders. Root finding : The bisection method and the iteration method, the method of false position. Newton-raphson method. Roots of polynomials. Methods of approximation theory : Polynomial interpolation: Lagrange form, divided formula for interpolation. Solution of systems of Linear equations: Gaussian elimination. The pivoting strategy, Iteration method solution of tridiagonal systems. LU decomposition, matrix inverse. Numerical solution of ordinary differential equations: Euler's method (including modified form), Rnge-Kutta method. Numerical Integration : Trapezoidal method. Simpson's method. Weddle's method; Eigen value problems for matrices, Use of computer to implement projects in numerical methods. 
Concrete Mathematics: Recurrence, Sums, Number Theory, Discrete Probability. 
 
Books:
1. Concrete Mathematics – Donald L. Graham, Donald E. Knuth, Oren Patashnik.
2. Numerical Methods for Engineers -  Steven C. Chapra, Raymond P. Canale
 
CSE 242 CONCRETE MATHEMATICS AND NUMERICAL ANALYSIS LAB
3 Hours/Week, 1.5 credits
 
The material presented in this course is intended to acquaint students with some of the elementary numerical methods found useful in the fields of computing and applied mathematics.
Tasks: 1. Utilize numerical techniques to find the roots of an equation. 2. Set up a difference table and use it to interpolate and extrapolate data, determine the algebraic equation which will approximate the data, and perform numerical differentiations. 3. Perform linear and non-linear regression analysis of a set of data points using the method of least squares. 4. Calculate definite integrals using numerical integration methods and comparing those methods. 5. Solve systems of equations using matrix computations on the computer. 6. Use number theory to develop a solution better than sieve of Eratosthenes prime algorithm. 7. Solve Josephus problem and Tower of Hanoi problem. 8. Using summation factors to solve different recurrence problems. 9. Compute the probabilities of events using summation for some calculations of probabilities and averages. 
 
CSE 300 PROJECT WORK & SEMINAR
3 Hours/Week, 1.5 Credits
 
Projects must possess innovative ideas which reflect contemporary IT trends. Supervisor have to ensure that every accepted project contain basic level of research work.
Projects that meet the software/hardware requirements of SUST or any other IT organization are highly preferable. Students have to give a presentation on their project works. Departments should take appropriate steps to archive all the projects and keep tracks to maintain the genuineness of the projects.
 
CSE 329* COMPUTER ARCHITECTURE
3 Hours/Week, 3 Credits 
 
Introduction to Computer Architecture: Overview and history; Cost factor; Performance metrics and evaluating computer designs. Instruction set design: Von Neumann machine cycle, Memory addressing, Classifying instruction set architectures, RISC versus CISC, Micro programmed vs. hardwired control unit. Memory System Design:  Cache memory; Basic cache structure and design; Fully associative, direct, and set associative mapping; Analyzing cache effectiveness; Replacement policies; Writing to a cache; Multiple caches; Upgrading a cache; Main Memory; Virtual memory  structure, and design; Paging; Replacement strategies. Pipelining: General considerations; Comparison of pipelined and nonpipelined computers; Instruction and arithmetic pipelines, Structural, Data and Branch hazards. Multiprocessors and Multi-core Computers:  SISD, SIMD, and MIMD architectures; Centralized and distributed shared memory- architectures; Multi-core Processor architecture. Input/output Devices: Performance measure, Types of I/O device, Buses and interface to CPU, RAID. Pipelining: Basic pipelining, Pipeline Hazards. Parallel Processing.
 
Course Text: 
John P.Hayes, “Computer Architecture and Organization”, 3rd Edition, McGraw Hill
David A.Patterson and John L.Hennessy, “Computer Organization and Design: The hardware / software interface”
 
CSE 339 THEORY OF COMPUTATION
2 Hours/Week , 2.0 Credits
 
Finite Automata: Deterministic and nondeterministic finite automata and their equivalence. Equivalence with regular expressions. Closure properties. The pumping lemma and applications. Context-free Grammars: Definitions. Parse trees. The pumping lemma for CFLs and applications. Normal forms. General parsing. Sketch of equivalence with pushdown automata. Turing Machines: Designing simple TMs. Variations in the basic model(multi-tape, multi-head, nondeterminism). Church-Turing thesis and evidence to support it through the study of other models. Undecidability: The undecidability of the halting problem. Reductions to other problems. Reduction in general.
 
References:
1. Introduction to Languages and the Theory of Computation, 2nd Edition, by J. C. Martin, McGraw Hill Publications, 1997.
 
CSE 331 SOFTWARE ENGINEERING
3 Hours/Week, 3 Credits
 
Introduction: Overview of Software Industry, Introduction to Software Engineering, Software Development Process and Various Life Cycle Models. Requirement Analysis: Communication Techniques, Analysis Principles, Software Prototyping, Requirement Specification. Group Dynamics: Working in Teams, Characteristics of Successful Team, Understanding Group Dynamics, Team Roles and Temperament, Democratic Team and Chief Programmer Team Approach. Introduction to Extreme Programming, Analysis Modeling: Steps of system analysis, Feasibility study, Economic and technical analysis, System specification, the elements of analysis model, Data modeling, Functional modeling and information flow, Behavioral modeling, Mechanics of structured analysis, Data Dictionary. Software Design: Design principles, Design Concepts, effective modular design, design heuristics, Data Design, Architectural Design process, Transformation mapping, Transaction mapping, interface design, human-computer interface design, procedural design. Software Testing: Testing fundamentals, test case design, white-box testing, black-box testing, testing GUIs, Unit testing, Integration testing, validation testing, system testing, debugging. Maintenance: Major maintenance activities, estimating maintenance cost and productivity. Technical Metrics for Software: Software quality, Framework for technical metrics, metrics for analysis and design models, source code, testing and maintenance. Software Architecture: Pipe and Filter, Object Oriented, Event Based, Layered System, Data-centered repository, Process Control Architectures, Objet Oriented Software Engineering: O-O concepts, O-O analysis, Domain analysis, O-O analysis process, Object relational model. O-O design: system design process, object design process, O-O programming. O-O Testing: Testing strategies, test case design. Service Oriented Software Engineering: Introduction to SOA, SOAP, Analysis, design, validation, verification, implementation and maintenance of service oriented software; ESB, Messaging Architecture, Software Tools for SOA. Software Project Management: Cost estimation, risk analysis, project scheduling. Introduction to CASE Tools: What is CASE, taxonomy of CASE tools, iCASE environment, CASE repository, Example CASE tools. Intellectual Properties: Trade Marks, Copy Rights, Trade Secrets, Patents, Introduction to UML.
 
CSE 332 SOFTWARE ENGINEERING LAB
3 Hours/Week, 1.5 Credits
 
Software Engineering lab works is solely designed to attain hands on experience of architectural design, documentation and testing of software so that students can develop the software following the documents only.
Step1 (Requirement Engineering): Choose a company/institute/client for which software will be developed (make sure that they will provide required information whenever necessary). Follow the steps for eliciting requirements and generate use-case diagram. Also analyze the sufficiency of the requirement engineering outcome for steps to follow.
Step 2 (Analysis model to Architectural and Component level design): Generate Activity diagram, Data flow diagram (DFD), Class diagram, State diagram, Sequence diagram and follow other relevant steps for creating complete architectural and component level design of the target software.
Step 3 (User Interface design, Design evaluation, Testing strategies and Testing Tactics): Perform the user interface design with the help of swimlane diagram. Carry out the design evaluation steps. Generate all test cases for complete checking of the software using black box, white box testing concept.
Step 4 Software testing and debugging
Step 5 (Managing Software Projects): Analyze the estimation and project schedule.
 
CSE 333 DATABASE SYSTEM
3 Hours/Week , 3.0 Credits
 
Introduction: Purpose of Database Systems, Data Abstraction, Data Models, Instances and Schemes, Data Independence, Data Definition Language, Data Manipulation Language, Database Manager, Database administrator, Database Users, Overall System Structure, Advantages and Disadvantage of a Database Systems. Data Mining and analysis, Database Architecture, History of Database Systems
Relationship Entity-Model: Entities and Entity Sets, Relationships and Relationship Sets, Attributes, Composite and Multivalued Attributes, Mapping Constraints, Keys, Entity-Relationship Diagram, Reducing of E-R Diagram to Tables, Generalization, Attribute Inheritance, Aggregation, Alternative E-R Notatios, Design of an E-R Database Scheme. 
Relational Model: Structure of Relational Database, Fundamental Relational Algebra Operations, The Tuple Relational Calculus, The Domain Relational Calculus, Modifying the Database.
Relational Commercial Language: SQL, Basic structure of SQL Queries, Query-by-Example, Quel., Nested Sub queries, Complex queries, Integrity Constraints, Authorization, Dynamic SQL, Recursive Queries.
Relational Database Design: Pitfalls in Relational Database Design, Functional Dependency Theory, Normalization using Functional Dependencies, Normalization using Multivalued Dependencies, Normalization using join Dependencies, Database Design Process.
File And System Structure: Overall System Structure, Physical Storage Media, File Organization, RAID, Organization of Records into Blocks, Sequential Files, Mapping Relational Data to Files, Data Dictionary Storage, Buffer Management. 
Indexing And Hashing: Basic Concepts, Ordered Indices, B+ -Tree Index Files, B-Tree Index Files, Static and Dynamic Hash Function, Comparison of Indexing and Hashing, Index Definition in SQL, Multiple Key Access.
Query Processing and Optimization: Query Interpretation, Equivalence of Expressions, Estimation of Query-Processing Cost, Estimation of Costs of Access Using Indices, Join Strategies, Join Strategies for parallel Processing, Structure of the query Optimizer, Transformation of Relational Expression
Concurrency Control: Schedules, Testing for Serializability, Lock-Based Protocols, Timestamp-Based Protocols, Validation Techniques, Multiple Granularity, Multiversion Schemes, Insert and Delete Operations, Deadlock Handling
Distributed Database: Structure of Distributed Databases, Trade-off in Distributing the Database, Design of Distributed Database, Transparancy and Autonomy, Distributed Query Processing, Recovery in Distributed Systems, Commit Protocols, Concurrency Control.
 
Data Mining and Information Retrieval:  Data analysis and OLAP, Data Warehouse, Data Mining, Relevance Ranking Using Terms, Relevance Ranking Using Hyperlink, Synonyms, Homonyms, Ontology, Indexing of Document, Measuring Retrieval Efficiencies, Information Retrieval and Structured Data.
 
Books:               
1. Database System Concepts – Abraham Silberschratz, Henry K. Korth, S. Sudarshan  (5th edition)
2. Fundamentals of Database Systems - Benjamin/Cummings, 1994
3. Database Principles, Programming, Performance  - Morgan Kaufmann 1994 
4. A First Course in Database Systems - Prentice Hall, 1997
5. Database Management Systems, McGraw Hill, 1996
 
CSE 334 DATABASE SYSTEM LAB
6 Hours/Week, 3 Credits
 
Introduction: What is database, MySQL , Oracle , SQL, Datatypes, SQL / PLSQL, Oracle Software Installation, User Type, Creating User , Granting.
Basic Parts of Speech in SQL: Creating Newspaper Table, Select Command (Where , order by), Creating View, Getting Text Information & Changing it, Concatenation, Cut & paste string(RPAD , LPAD , TRIM , LTRIM , RTRIM, LOWER , UPPER , INIT, LENGTH , SUBSTR , INSTR , SOUNDEX).
Playing The Numbers: Addition , Subtraction , Multiplication , Division, NVL , ABS , Floor , MOD , Power , SQRT , EXR , LN , LOG , ROUND, AVG  , MAX , MIN , COUNT , SUM, Distinct, SUBQUERY FOR MAX,MIN.
Grouping things together: Group By , Having, Order By, Views Renaming Columns with Aliases.
When one query depends upon another: Union, Intersect , Minus, Not in , Not Exists.
Changing Data : INSERT,UPDATE,MERGE,DELETE, ROLLBACK , AUTOCOMMIT , COMMIT, SAVEPOINTS, MULTI TABLE INSERT, DELETE, UPDATE, MERGE.
Creating And Altering tables & views: Altering table, Dropping table, Creating view, Creating a table from a table.
By What Authority: Creating  User, Granting User, Password Management.
An Introduction to PL/SQL: Implement few problems using PL/SQL (eg Prime Number, Factorial, Calculating Area of Circle, etc).
An Introduction to Trigger and Procedure: Implement few problems using Trigger  and Procedures.
An Introduction to Indexing: Implement indexing using a large database and observe the difference of Indexed and Non-Indexed database.
 
CSE 335 OPERATING SYSTEM and SYSTEM PROGRAMMING
3 Hours/Week, 3 Credits
 
Introduction: Operating Systems Concept, Computer System Structures, Operating System Structures, Operating System operations, Protection and Security, Special-Purpose Systems. 
Fundamentals of OS : OS services and components, multitasking,  multiprogramming, time sharing, buffering, spooling
Process Management: Process Concept, Process Scheduling, Process State, Process Management, Interprocess Communication, interaction between processes and OS, Communication in Client-Server Systems, Threading, Multithreading, Process Synchronization.
Concurrency control: Concurrency and race conditions, mutual exclusion requirements, semaphores, monitors, classical IPC problem and solutions, Dead locks - characterization, detection, recovery, avoidance and prevention.
Memory Management: Memory partitioning, Swapping, Paging, Segmentation, Virtual memory - Concepts, Overlays, Demand Paging, Performance of demand paging, Page replacement algorithm, Allocation algorithms.
Storage Management: Principles of I/O hardware, Principles of I/O software, Secondary storage structure, Disk structure, Disk scheduling, Disk Management, Swap-space Management, Disk reliability, Stable storage implementation.
File Concept:  File support, Access methods, Allocation methods, Directory systems, File Protection, Free Space management
Protection & Security : Goals of protection, Domain of protection, Access matrix, Implementation of access matrix, Revocation of access rights, The security problem, Authentication, One-time passwords, Program threats, System threats, Threat monitoring, Encryption, Computer-security classification. 
Distributed Systems : Types of Distributed Operating System, Communication Protocols, Distributed File Systems, Naming and Transparency, Remote File Access, Stateful Versus Stateless Service, File Replication.
Case Studies: Study of a representative Operating Systems, 
System Programming: Introduction to System Programming and Linux / Unix, Shell Programming, C Language for System Programming, Make and Make files, Process and Signals, Threads, Inter process Communications, X- Window Programming, Principle of single and multi user operating systems.
 
Books:               
1. Operating System Concepts – Silberschatz & Galvin Wiley 2000 (7th Edition)
2. Operating Systems - Achyut S. Godbole Tata Mc Graw Hill (2nd Edition)
3. Understanding Operating System - Flynn & Metioes Thomsan (4th Edition)
4. Operating Systems Design & Implementation - Andrew Tanenbam, Albert S. Woodhull Pearson
5. Modern Operating System - Andrew S. Tanenbaum.
 
CSE 336 OPERATING SYSTEMS and SYSTEM PROGRAMMING LAB
3 Hours/Week, 1.5 Credits
 
Thread programming: Creating thread and thread synchronization. 
Process Programming: The Process ID, Running a New Process, Terminating a Process, Waiting for Terminated Child Processes, Users and Groups, Sessions and Process Groups
Concurrent Programming: Using fork, exec for multi-task programs. 
File Operations: File sharing across processes, System lock table, Permission and file locking, Mapping Files into Memory, Synchronized, Synchronous, and Asynchronous Operations, I/O Schedulers and I/O Performance.
Communicating across processes: Using different signals, Pipes, Message queue, Semaphore, Semaphore arithmetic and Shared memory.
 
Book:
1. The ‘C’ Odyssey UNIX-The Open, Boundless C – Meeta Gandhi, Tilak Shetty, Rajiv Shah.
2. Beginning Linux Programming – Neil Matthew and Richard Stones
3. Linux System Programming – Robert Love
 
CSE 351 MANAGEMENT INFORMATION SYSTEMS
3 Hours/Week, 3 Credits
 
Introduction to MIS: Management Information System Concept. Definitions, Role of MIS, Approaches of MIS development. MIS and Computer: Computer Hardware for Information System, Computer Software for Information System, Data Communication System, Database Management Technology, Client-Server Technology. Decision-Support System: Introduction, Evolution of DSS, Future development of DSS. Application of MIS: Applications in manufacturing Sector, Applications in service sector, Case Studies.
 
CSE 361* COMPUTER NETWORKING 
3 Hours/Week, 3 Credits
 
Introduction: Introduction to Computer Networks, Network Goals, Applications of Networks, Network Structure, Network Architectures, The OSI Reference Model, Data Transmission in the OSI Model, OSI Terminology, The ARPANET. 
Local Area Network : LAN Technology - Architecture, Topology. 
Wired LANs: Ethernet and Fast-Ethernet, Token Ring, FDDI. 
Wireless LANs: IEEE 802.11, Bluetooth. Backbone Networks, Virtual LANs. 
Wide Area Network: SONET, Virtual Circuit Networks - Frame Relay, ATM and ATM LANs.
Network Layer: Logical Addressing, 
Internet Protocol: Internetworking, Routing Protocol, IPv4 and IPv6. 
Address Mapping, Error Reporting and Multicasting: ICMP, IGMP, ICMv6. Delivery, Forwarding and Routing.
Transport Layer: Process-to-Process delivery, Transport Services, Protocol mechanisms, TCP, UDP, SCTP, Congestion and QoS. 
Application Layer: Domain Name System, Abstract Syntax Notation One (ASN.1), Network Management - SNMPv2, Electronic mail - SMTP and MIME, Uniform Resource Locator (URL) and Universal Resource Identifier (URI), Hypertext Transfer Protocol (HTTP).
Wireless and Mobile Networking: Wireless Networking: Issues and Trends, Wireless Physical Layer Concepts , Wireless Cellular Networks, Mobile IP - IPv4, IPv6, TCP over Wireless, Ad Hoc Networks: Issues and Routing, Wireless Sensor Networks, Wireless Mesh and Multi-Hop Relay Networks, Wireless Network Security, Energy Management in Ad Hoc Wireless Networks.
Network Security: Security requirements and attacks, Privacy with conventional encryption, Message Authentication and Hash functions, Public-key encryption and digital signatures, Ipv4 and Ipv6 security. 
 
Books:               
1. Data Communications and Networking – Behrouz A. Forouzan (4th edition)
2. Data and Computer Communications - W Stallings, Macmillan, 1994 (4th edition)
3. Computer networks - A. S. Tanenbaum, Addison-Wesley, 1996 (3rd edition) 
3. Data Communication and Computer Network - Stawling
 
CSE 362* COMPUTER NETWORKING LAB 
3 Hours/Week, 1.5 Credits
 
Subnetting and designing a network using Packet Tracer. 
Analysis of the TCP/IP behavior. 
Packet analysis. 
Server configuration: DHCP, SMTP, FTP, Web
Switch and Router Configuration.
Socket Programming
 
CSE 363 ADVANCED DATA STRUCTURE AND ALGORITHM
2 Hours/Week, 2 Credits
 
Red-Black Tree, Binary Index Tree, Segment Tree, Range minimum query, lowest common ancestor, k-d Tree, Interval tree, R-tree.
Advanced Application of Dynamic Programming and Backtracking.
Advanced String Structure and algorithm: tree, suffix tree, suffix array, Aho-Corasic.
Computational Geometry: Line Sweeping algorithms, Binary Space Partition Trees and Painter’s algorithm (other advanced computational geometry).
Optimization of network flow: Dinic's algorithm, Hungarian algorithm, Min cost max flow, min cut, graph coloring. 
Genetic algorithm and its different applications, Basic Game theory, Linear programming, Polynomials and Fast Fourier Transform, Encryption and Decryption.
 
CSE 364 ADVANCED DATA STRUCTURE AND ALGORITHM LAB
3 Hours/Week, 1.5 Credits
 
Red-Black Tree, K-d Tree, Suffix Tree, Suffix Array, Line Sweeping algorithms, Painter’s algorithm, Hungarian algorithm, Dinic’s algorithm, Min cost max flow and the selected problem assign by the corresponding instructor
 
CSE 365 COMMUNICATION ENGINEERING
3 Hours/Week, 3 Credits
 
Introduction: Data communications, Networks, Internet, Protocols and Standards.
Network Models: OSI Model, TCP/IP Protocol suite, Addressing
Data and Signals: Analog and Digital data, Analog and Digital Signals, Time and Frequency Domain, Transmission impairments, Data rate limits, Performance
Digital Transmission: Digital-to-Digital Conversion, Analog-to-Digital Conversion, Transmission Modes
Analog Transmission: Digital-to-Analog Conversion, Analog-to-Analog Conversion.
Multiplexing and Spread Spectrum: FDM, WDM, TDM, STDM, Digital Subscriber Line, FHSS, DSSS.
Transmission Media: Guided and Unguided Media
Switching: Circuit switching, Packet switching. 
Data Link Layer: Error Detection and Correction, Data Link Control, Framing, Flow and Error Control.
Multiple Access: CSMA, CSMA/CD, CSMA/CA, FDMA, TDMA, CDMA.   
Books:               
1. Data Communications and Networking – Behrouz A. Forouzan (4th edition)
2. Data and Computer Communications - W Stallings, Macmillan, 1994 (4th edition)
3. Computer networks - A. S. Tanenbaum, Addison-Wesley, 1996 (3rd edition) 4
4. Data Communication and Computer Network - Stawling
 
CSE 366 COMMUNICATION ENGINEERING LAB
3 Hours/Week, 1.5 Credits
 
1. Implement different Line Coding Schemes using a programming language or MATLAB. 
2. Analyze different Analog Transmission Techniques using ANACOM/MODICOM.
3. Implement various Error Detection and Correction techniques using a programming language.
4. Evaluation the performance of the ARQ protocols using a Data Link Layer Protocol Simulator.
 
CSE 367 MICROPROCESSORS & INTERFACING
3 Hours/Week, 3 Credits
 
Microprocessors: Concept of microprocessor; Evolution of microprocessors; Internal architecture of Intel 8085, 8086/8088 microprocessors: Instruction set and format, Programming in machine and assembly languages, Interrupt structure, DMA, I/O operation, Microprocessor interface ICs, Peripheral interfacing, Microprocessor based system design, Coprocessor, Multiprocessor system; Intel 80286, 80386 microprocessors: memory management scheme, Protection mechanism, 80386 modes; Advanced microprocessors. Bus System: ISA, EISA, PCI AGP, Memory Bus. Centronics, SCSI, USB and GPIB standards. Interfacing with analog world: A/D conversion, digital ramp ADC, successive approximation ADC, flush ADC, tristate ADC, D/A converter, DAC specifications, DAC applications, Data acquisition, sample-and-hold circuits, Stepper Motor, Transducers, printers, motors and peripherals.
 
CSE 368 MICROPROCESSORS & INTERFACING LAB
3 Hours/Week , 1.5 Credits
 
1. Registers, JMP, LOOP, CMP instruction, Conditional Jump instruction
2. Implementation of different types of instruction(rotating, shifting)
3. Instructions (MUL, IMUL, DIV, IDIV, CBW, CWD, Arrays, XLAT)
4. String instructions, macro handling
5. Bios Interrupt, Dos Interrupt
6. The IN, OUT, INS, and OUTS instruction
7. Processor signal from photodiode
8. Control of stepper motor using parallel port
9. Location detection using GPS through USB port
 
CSE 373 COMPUTER GRAPHICS AND IMAGE PROCESSING 
3 Hours/Week, 3 Credits
 
Computer Graphics Programming: OpenGL. Camera Analogy: Viewing, Windowing, Clipping. Projective Transformation(Ray-tracing): Orthogonal Projection, Perspective Projection, Vector: Normal Vector, View Vector, Matrix: 2D and 3D Rotation and Translation Matrix, Raster Graphics: Line Drawing, Anti-aliasing, Polygon Filling Algorithms, Hidden Surface Removal: z-buffering, Lighting and Surface Property: Diffused Light, Ambient Light, Specular Light, Lighting Models for reflection, Shading: Flat Shading, Lambert Shading, Phong Shading, Texture Mapping: Texture Fundamentals, Animation: Real time animation.
Image Processing: Image Fundamentals, Image Enhancement: Background, Enhancement by Point-Processing, Spatial Filtering, Enhancement in Frequency Domain, Color Image Processing. Image Restoration: Degradation Model, Diagonalization of Circulant and Block-Circulant Matrices, Algebraic Approach to Restoration, Inverse Filtering, Geometric Transformation. Image Segmentation: Detection of Discontinuities, Edge Linking and Boundary Detection, Thresholding, Region-Oriented Segmentation, The use of Motion in Segmentation. Image Compression|.
 
References:
1. Computer Graphics: Principles and Practice, Folley, Van Damn, Feiner, Hughes,
2. Computer Graphics: A Programming Approach: Steven and Harrington.
3. OpenGL(r) 1.2 Programming Guide, Third Edition: The Official Guide to Learning OpenGL, Version 1.2: by Mason Woo, Jackie Neider, Tom David, Dave Shriner, OpenGL Architecture Review Board, Tom Davis, Dave Shreiner.
4. Graphics Programming in C: Roger T. Stevens.
5. Texture and Modeling: by David S. Ebert.
6. Digital Image Processing – Rafael C. Gonzalez and Richard E. Woods, Pearson Education Asia.
7. Non-Linear  Digital Filter : Principles and Applications – I. Pitas and A. N. Venetsanopoulos, Kluwer Academic Publications. 
 
CSE 374 COMPUTER GRAPHICS AND IMAGE PROCESSING LAB
3 Hours/Week, 1.5 Credits
 
Tool to use for lab: OpenGL
1. Line Drawing: Bresenhams
2. Region Filling: Scan Line Algorithm
3. Transformation: 2D and 3D translation, Rotation, Scaling
4. Clipping: Line and Polygon 
5. Projection: Perspective and Parallel
6. Animation: Morphing
 
CSE 400 PROJECT/THESIS
4 Hours/Week, 2 Credits 
 
Project work based on all major courses.
 
CSE 406 VIVA VOCE
2 Hours/Week, 1.0 Credit 
 
Viva based on studied major courses.
 
CSE 408 PROJECT/THESIS
8 Hours/Week, 4 Credits 
 
Project work based on all major courses.
 
CSE 411*   PLC TROUBLE SHOOTING AND PROGRAMMING
3 hours/Week, 3 Credits
 
This class continues the topics of wiring, troubleshooting, and maintaining PLC systems begun in the introductory course. The course also covers appropriate PLCs selection, locating PLC spec and data sheets. Some advanced programming topics will also be introduced.
Topics include: Introduction to PLCs (review), Input Devices and Output Actuators, Introduction to PLC Programming, Programming Timers, Programming Counters, Arithmetic and Move Instructions, Conversion and Comparison Functions, Program Control Instructions.
Pre-requisite: EEE 335 Control System I
Textbook: Programmable Logic Controllers. by. James A Rehg, Glen J. Sartori
Reference: Digital Logic Design by M. Morris Mano                            
 
CSE 413* MICROPROCESSOR SYSTEM DESIGN
2Hours/Week, 3 Credits
 
Review of 80x86 families of microprocessors. Instructions and data access methods in a 32 bit microprocessor; Representation of operands and operators; Instruction formats; Designing Arithmetic Logic Unit; Processor design: single bus, multi-bus architecture; Control Unit Design: hardwired, micro-programmed and pipe line; VLSI implementation of a microprocessor or part of a microprocessor design.
 
Pre-requisite: EEE 333 & 334 Microprocessor & Assembly Language and Lab
Textbook: Embedded Microprocessor Systems Design: An Introduction Using the Intel 80C188EB 
                   by Kenneth L. Short
Reference: Microprocessor Systems Design: 68000 Family Hardware, Software, and Interfacing, 
                    by Alan Clements
 
 
CSE 414* MICROPROCESSOR SYSTEM DESIGN LAB
3Hours/Week, 1.5 Credits
 
This course consists of two parts. In the first part, students will perform experiments to verify practically the theories and concepts learned in EEE-423. In the second part, students will design simple systems using the principles learned in EEE-423.
 
CSE 417*  REAL TIME COMPUTER SYSTEM
3 hours/Week, 3  Credits
 
Introduction to real time system; Classification of real time process; Real time scheduling; Real time programming; Implementation; Operating systems; Real time I/O. Real Time design methodologies. Modeling for real time systems. Reliable and Safe design for critical applications.
Review of Microprocessor fundamentals and programmable input/output devices and systems for PC. Application examples: digital controls, robotics, on line systems, communication with real world signals and automatic control using feedback, feed-forward and adaptive control, control algorithm implementation.
 
Textbook: Realtime Systems by Nimal Nissanke
Reference: Design of Real-Time Computer Systems by James Martin
 
CSE 415 MULTIMEDIA COMMUNICATIONS
3 hours/Week, 3  Credits
 
Types of media. Multimedia signal characteristic: sampling, digital representation, signal formats. Signal coding and compression: entropy coding, transform coding, vector quantization. Coding standards: H.26x, LPEG, MPEG. Multimedia communication networks: network topologies and layers, LAN, MAN, WAN, PSTN, ISDN, ATM, internetworking devices, the internet and access technologies, enterprise networks, wireless LANs and wireless multimedia. Entertainment networks: cable, satellite and terrestrial TV networks, ADSL and VDSL, high speed modems. Transport protocols: TCP, UDP, IP, Ipv4, Ipv6, FTP, RTP and RTCP, use of MPLS and WDMA. Multimedia synchronization, security, QoS and resource management. Multimedia applications: The WWW, Internet telephony, teleconferencing, HDTV, email and e-commerce.
Pre-requisite: EEE 329  Basic Communication Engineering, 
                         EEE 330  Basic Communication Engineering Lab
Textbook: Multimedia Communication: Applications, Networks, Protocols by Fred Halsall
Reference: Distributed Systems: Concepts and Design by Jean Dollimore
 
CSE 425 DIGITAL SIGNAL PROCESSING
3 Hours/Week, 3 Credits
 
Discrete Signals and systems. Z transform. Fourier transform, FFT, DFT, Digital filter design technique, interpolation, Decimation.
 
CSE 426 DIGITAL SIGNAL PROCESSING LAB
3 Hours/Week, 1.5 Credits
 
Laboratory works based on theory classes.
 
CSE 433 ARTIFICIAL INTELLIGENCE
3 Hours/Week, 3 Credits
 
What is Artificial Intelligence: The AI problems, The underlying assumption, What is an AI technique. Problems, Problem spaces and Search: Defining the problem as a state space search, Production system, Problem characteristics. Heuristics Search Techniques: Generate and Test, Hill climbing, Best First Search, Problem Reduction, Constraint Satisfaction, Means-Ends Analysis. Knowledge Representation Issues: Representation and Mappings, Approaches to knowledge Representation, Issues in Knowledge representation. Using Predicate logic: Representing simple facts in logic, Representing Instance and Isa relationships, Computable functions and Predicates, Resolution. Representing Knowledge using Rules: Procedural versus Declarative Knowledge, Logic Programming, Forward versus Backward Reasoning, Matching. Game playing: Overview, The Mimimax Search Procedure, Adding Alpha-Beta cutoffs, Additional refinements, iterative Deepening, Planning: Overview, An example Domain: The Blocks 

World, Components of a planning system, Goal stack planning, Understanding: What is Understanding, What makes Understanding hard, Understanding as constraint satisfaction. natural Language Processing: Introduction, Syntactic Processing, Semantic Analysis, Discourse and Pragmatic Processing. Expert systems: representing and using domain knowledge, Expert system shells explanation, Knowledge Acquisition. 
AI Programming Language: Python, Prolog, LISP
 
CSE 434 ARTIFICIAL INTELLIGENCE LAB 
3 Hours/Week, 1.5 Credits
 
Students will have to understand the functionalities of intelligent agents and how the agents will solve general problems. Students have to use a high-level language (Python, Prolog, LISP) to solve the following problems:
Backtracking: State space, Constraint satisfaction, Branch and bound. Example: 8-queen, 8- puzzle, Crypt-arithmetic. BFS and production: Water jugs problem, The missionaries and cannibal problem. Heuristic and recursion: Tic-tac-toe, Simple bock world, Goal stack planning, The tower of Hanoi. Question answering: The monkey and bananas problem.
 
CSE 439 COMPILER CONSTRUCTION 
3 Hours/Week, 3 Credits
 
Introduction to compilers: Introductory concepts, types of compilers, applications, phases of a compiler. Lexical analysis: Role of the lexical analyzer, input buffering, token specification, recognition of tokens, symbol tables. Parsing: Parser and its role, context free grammars, top-down parsing. Syntax-directed translation: Syntax-directed definitions, construction of syntax trees, top-down translation. Type checking: Type systems, type expressions, static and dynamic checking of types, error recovery. Run-time organization: Run-time storage organization, storage strategies. Intermediate code generation: Intermediate languages, declarations, assignment statements. Code optimization: Basic concepts of code optimization, principal sources of optimization. Code generation. Features of some common compilers: Characteristic features of C, Pascal and Fortran compilers.
 
Books:               
1. Compilers: Principles, Techniques, and Tools – Alfred V. Aho, Ravi Sethi, Jeffrey D. Ullman. Second Edition.
 
CSE 440 COMPILER CONSTRUCTION LAB
3 Hours/Week, 1.5 Credits
 
How to use scanner and parser generator tools (e.g., Flex, JFlex, CUP, Yacc, etc). For a given simple source language designing and implementing lexical analyzer, symbol tables, parser, intermediate code generator and code generator.
 
CSE 445 WEB ENGINEERING 
2 Hours/Week, 2 Credits
 
Introduction to Web Engineering, Requirements Engineering and Modeling Web Applications, Web Application Architectures, Technologies and Tools for Web Applications, Testing and Maintenance of Web Applications, Usability and Performance of Web Applications, Security of Web Applications, The Semantic Web.
 
References:
1. Web Engineering: The Discipline of Systematic Development of Web Applications Editors:  Gerti Kappel, Birgit Pröll, Siegfried Reich, Werner Retschitzegger 
2. Web Engineering: A Practioner's Approach, Roger Pressman, David Lowe
3. MIT Open Course Materials for the course Software Engineering for Web Applications
4. MIT Open Course Materials for the course Database, Internet, and Systems Integration Technologies
 
CSE 446 WEB ENGINEERING LAB
2 Hours/Week, 1 Credits
 
Understanding the Web application: Web Engineering introduces a structured methodology utilized in software engineering to Web development projects. The course addresses the concepts, methods, technologies, and techniques of developing Web sites that collect, organize and expose information resources. Topics covered include requirements engineering for Web applications, design methods and technologies, interface design, usability of web applications, accessibility, testing, metrics, operation and maintenance of Web applications, security, and project management. Specific technologies covered in this course include client-side (XHTML, JavaScript, and CSS) and server-side (Perl and PHP). Using the described concepts students should be able to understand the Web engineering concepts behind the frameworks of Joomla, Drupal, Wordpress. 
Server-side technology: LAMP, Web application frameworks (example: Silverlight, Adobe Flex), Web 2.0 and Web APIs. Front-end technology:  HTML, XHTML, XML. CSS styling, layout, selector, Document object model and JavaScript. Client-Programming: Web APIs with JavaScript (example: Google Ajax API). MVC: Understanding Model, view and controller Model. Understanding Web APIs: REST, XML, JSON, RSS Parsing. 
JavaScript Exercise: The goal of this assignment is to allow you to explore and use as many of JavaScript's objects, methods, and properties as possible in a small assignment. Some functions must be written from scratch. Other functions, appropriately attributed, may be downloaded from the web and used as a part of the system or as the basis for your own functions. PHP Exercise: Build a set of PHP scripts that perform some dynamic server side functionality. Understanding plug-ins: Develop a Firefox extension.
 
OPTIONS : 
 
CSE 427 FIBER OPTICS
3 Hours/Week, 3 Credits
 
Optical Fiber as wave-guide: Ray theory, Modes, SMF, MMF, Step Index and Graded Index Fiber, Transmission Characteristic: Attenuation, Dispersion, Polarization, Fabrication: Liquid phase, Vapor phase, Fiber Cables, Connectors and Couplers: Alignment and joint loss, Splices, GRIN rod lens, Connectors, Couplers Optical Source: LASER, semiconductor injection laser, laser characteristic, modulation Optical Detectors: Photodiode construction, characteristic, p-n, p-i-n, APD,  Direct Detection: Noise, Eye diagram, Receiver design  Fiber Amplifier:  construction, characteristic, use Digital Transmission System: Point to point link, power budget, Noise Advanced Systems and Techniques: WDM, Photonic switching, All optical network.
 
CSE 428 FIBER OPTICS LAB
3 Hours/Week, 1.5 Credits
 
1. Study of optical fibers
2. Multimode behavior of a optical fiber
3. Measurement of Bend Loss
4. Study of an optical attenuator
5. L-I curve of a Laser
6. Construction of a power meter
7. Fiber optic Data Communication
8. BER plot of  fiber optic system
9. Project on fiber optic system
 
CSE 457 PARALLEL PROCESSING
3 Hours/Week, 3 Credits
 
Parallel Computing architectures: Overview of the major classes of architectures and their evolution. Parallel programming models and performance analysis: Modeling, performance analysis, efficiency, and benchmarking.  Programming parallel computers: Overview of parallel programming, parallel languages, parallelizing compilers, message passing and data parallel Programming models. Message passing programming and MPI: Uses; historical background and use on MIMD machines; current implementations; programming using the Message Passing Interface (MPI).  Data parallel programming and HPF : Data parallel programming paradigm; historical background and use on SIMD machines; array syntax; Fortran 90 and High Performance Fortran (HPF).  Shared memory programming, threads and OpenMP : Use of shared memory machines; threads; mutual exclusion; locks, semaphores and monitors; parallel Java; programming using OpenMP.  Case Study : Monte Carlo Simulation of the Ising Model - Case study from computational physics; different approaches to parallelism; regular vs irregular problems; techniques and tricks for parallel implementation in MPI, HPF, OpenMP and threads.  Distributed computing: Distributed and concurrent computing on loosely coupled distributed systems; motivation and applications; transparency and metacomputing; networks and clusters of workstations; cluster management systems.  Distributed computing middleware: Middleware; RPC; DCE; CORBA; Java RMI. Middleware, DCE CORBA Java RMI. Grid computing:  The Grid; Grid computing (metacomputing over wide-area networks); grid computing  environments (Globus, Legion, DISCWorld, ...); Internet computing (SETI@Home, etc). Grid computing: Internet computing.
 
CSE 458 PARALLEL PROCESSING LAB 
3 Hours/Week, 1.5 Credits
 
Laboratory works based on theory classes.
 
CSE 461 DISTRIBUTED SYSTEM
3 Hours/Week, 3.0 Credits
 
Fundamental Distributed Algorithms: Clock synchronization, partial order of events, election algorithms, distributed shared memory, process synchronization. File and Directory Systems: Naming and name resolution; name, directory, and file servers; cashing. Distributed Databases: Locking and concurrency control, deadlock handling, stable storage, two-phase commit. Security and Protection: Encryption, public and private keys, authentication, privacy. Distributed Services: File transfer, electronic mail, World-Wide Web. Examples of Distributed Systems: Some of: Mach, Amoeba, OSF DCE, CORBA, DCOM.
 
Reference: Distributed Systems -- Concepts and Design, 3rd ed., by G. Coulouris, J. Dollimore, T. 
                    Kindberg, Addison--Wesley,2001.
 
CSE 462 DISTRIBUTED SYSTEM LAB
3 Hours/Week, 1.5 Credits
 
Laboratory works based on theory classes.
 
CSE 463 ADVANCED DATABASE SYSTEM
3 Hours/Week , 3.0 Credits
 
Introduction : Object oriented Database, Data Model, Design, Languages; Object Relational Database: Complex data types, Querying with complex data types, Design; Distributed Database: Levels of distribution transparency, Translation of global queries to fragment queries, Optimization of access strategies, Management of distributed transactions, Concurrency control, reliability, Administration; Parallel Database: Different types of parallelism, Design of parallel database; Multimedia Database Systems: Basic concepts, Design, Optimization of access strategies, Management of Multimedia Database Systems, Reliability; Database Wire-housing/Data mining: Basic concepts and algorithms.
 
Reference: Oracle Advanced PL/SQL Programming with CD-ROM, by Scott Urman.
 
 
 
CSE 464 ADVANCED DATABASE SYSTEM LAB
3 Hours/Week, 1.5 Credits
 
Laboratory works based on theory classes.
 
CSE 467 VLSI DESIGN
3 Hours/Week, 3 Credits
 
VLSI design methodology: top-down design approach, technology trends. NMOS, CMOS inverters, pass transistor and pass gates: dc and transient characteristics. Brief overview of fabrication process: NMOS, CMOS, Bi-CMOS process. NMOS and CMOS layout, stick diagram and design rules. CMOS circuit characteristics and performance estimation: resistance and capacitance, rise and fall time, power estimation. Buffer circuit design. Introduction to Bi-CMOS circuits.
Complex CMOS gates. CMOS building block: multiplexer, barrel shifter, adder, counter, multipliers. Data Path and memory structures. Design style: FPGA and PLDs.
Introduction to HDL: basic digital design using VHDL.
 
CSE 468 VLSI DESIGN LAB
3 Hours/Week, 1.5 Credits
 
Laboratory works based on theory classes.
 
CSE 469 BIO-INFORMATICS
3 Hours/Week, 3 Credits
 
Cell concept: Structural organization of plant and animal cells, nucleus, cell membrane and cell wall. Cell division: Introducing chromosome, Mitosis, Meiosis and production of haploid/diploid cell. Nucleic acids: Structure and properties of different forms of DNA and RNA; DNA replication. Proteins: Structure and classification, Central dogma of molecular biology. Genetic code: A brief account. Genetics: Mendel’s laws of inheritance, Organization of genetic material of prokaryotes and eukaryotes, C-Value paradox, repetitive DNA, structure of chromatin - euchromatin and heterochromatin, chromosome organization and banding patterns, structure of gene - intron, exon and their relationships, overlapping gene, regulatory sequence (lac operon), Molecular mechanism of general recombination, gene conversion, Evolution and types of mutation, molecular mechanisms of mutation, site-directed mutagenesis, transposons in mutation. Introduction to Bioinformatics: Definition and History of Bioinformatics, Human Genome Project, Internet and Bioinformatics, Applications of Bioinformatics  Sequence alignment: Dynamic programming. Global versus local. Scoring matrices. The Blast family of programs. Significance of alignments, Aligning more than two sequences. Genomes alignment. Structure-based alignment. Hidden Markov Models in Bioinformatics: Definition and applications in Bioinformatics. Examples of the Viterbi, the Forward and the Backward algorithms. Parameter estimation for HMMs. Trees: The Phylogeny problem. Distance methods, parsimony, bootstrap. Stationary Markov processes. Rate matrices. Maximum likelihood. Felsenstein's post-order traversal. Finding regulatory elements: Finding regulatory elements in aligned and unaligned sequences. Gibbs sampling. Introduction to microarray data analysis: Steady state and time series microarray data. From microarray data to biological networks. Identifying regulatory elements using microarray data. Pi calculus: Description of biological networks; stochastic Pi calculus, Gillespie algorithm. 
 
CSE 470 BIO-INFORMATICS LAB 
3 Hours/Week, 1.5 Credits
 
Laboratory works based on CSE 469. 
 
CSE 473 NATURAL LANGUAGE PROCESSING
3 Hours/Week, 3 Credits
 
Introduction; Word Modeling: Automata and Linguistics, Statistical Approaches and Part of Speech Tagging; Linguistics and Grammars; Parsing Algorithms; Parsing Algorithms and the Lexicon; Semantic; Feature Parsing; Tree Banks and Probabilistic Parsing; Machine Translation; Evolutionary Models of Language Learning and Origins.
 
CSE 474 NATURAL LANGUAGE PROCESSING LAB
3 Hours/Week, 1.5 Credits
 
Processing of words, Phrase structure parsing, Semantic Interpretation with Phrase Structure Grammars
 
BOOK
Jurafsky, D. and Martin, J. H. Speech and Language Processing. Prentice Hall: 2000. ISBN: 0130950696
Manning, C. D. and H. Schütze: Foundations of Statistical Natural Language Processing. The MIT Press. 1999. ISBN 0-262-13360-1.
Barton, E., Berwick, R., and Ristad, E. Computational Complexity and Natural Language: The MIT Press. 1987. ISBN 0-26-02266-4.
Allen, J. Natural Language Understanding. The Benajmins/Cummings Publishing Company Inc. 1994. ISBN 0-8053-0334-0.
Brady, J., and Berwick, R. Computational Models of Discourse. The MIT Press, 1983. ISBN-0-262-02183-8.
 
CSE 475 MACHINE LEARING
3 Hours/Week, 3 Credits.
 
Introduction: Definition of learning systems. Goals and applications of machine learning. Aspects of developing a learning system- training data, concept representation, function approximation.   Inductive Classification: The concept learning task. Concept learning as search through a hypothesis space. General-to-specific ordering of hypotheses. Finding maximally specific hypotheses. Version spaces and the candidate elimination algorithm. Learning conjunctive concepts. The importance of inductive bias. Decision Tree Learning: Representing concepts as decision trees. Recursive induction of decision trees. Picking the best splitting attribute: entropy and information gain. Searching for simple trees and computational complexity. Occam's razor. Overfitting, noisy data, and pruning. Experimental Evaluation of Learning Algorithms: Measuring the accuracy of learned hypotheses. Comparing learning algorithms- cross-validation, learning curves, and statistical hypothesis testing. Computational Learning Theory: Models of learnability- learning in the limit; probably approximately correct (PAC) learning. Sample complexity- quantifying the number of examples needed to PAC learn. Computational complexity of training. Sample complexity for finite hypothesis spaces. PAC results for learning conjunctions, kDNF, and kCNF. Sample complexity for infinite hypothesis spaces, Vapnik-Chervonenkis dimension. Rule Learning, Propositional and First-Order: Translating decision trees into rules. Heuristic rule induction using separate and conquer and information gain. First-order Horn-clause induction (Inductive Logic Programming) and Foil. Learning recursive rules. Inverse resolution, Golem, and Progol. Artificial Neural Networks: Neurons and biological motivation. Linear threshold units. Perceptrons: representational limitation and gradient descent training. Multilayer networks and backpropagation. Hidden layers and constructing intermediate, distributed representations. Overfitting, learning network structure, recurrent networks. Support Vector Machines: Maximum margin linear separators. Quadractic programming solution to finding maximum margin separators. Kernels for learning non-linear functions. Bayesian Learning: Probability theory and Bayes rule. Naive Bayes learning algorithm. Parameter smoothing. Generative vs. discriminative training. Logisitic regression. Bayes nets and Markov nets for representing dependencies. Instance-Based Learning: Constructing explicit generalizations versus comparing to past specific examples. k-Nearest-neighbor algorithm. Case-based learning. Text Classification: Bag of words representation. Vector space model and cosine similarity. Relevance feedback and Rocchio algorithm. Versions of nearest neighbor and Naive Bayes for text. Clustering and Unsupervised Learning: Learning from unclassified data. Clustering. Hierarchical Aglomerative Clustering. k-means partitional clustering. Expectation maximization (EM) for soft clustering. Semi-supervised learning with EM using labeled and unlabled data. 
 
CSE 476 MACHINE LEARNING LAB
3 Hours/Week, 1.5 Credits.
 
Students should learn the methods for extracting rules or learning from data, and get the necessary mathematical background to understand how the methods work and how to get the best performance from them. To achieve these goals student should learn the following algorithms in the lab: K Nearest Neighbor Classifier, Decision Trees, 
Model Selection and Empirical Methodologies, Linear Classifiers: Perception and SVM, Naive Bayes Classifier, 
Basics of Clustering Analysis, K-mean Clustering Algorithm, Hierarchical Clustering Algorithm. Upon completion of the course, the student should be able to perform the followings: 
a. Evaluate whether a learning system is required to address a particular problem. 
b. Understand how to use data for learning, model selection, and testing to achieve the goals.
c. Understand generally the relationship between model complexity and model performance, and be able to use this to design a strategy to improve an existing system.
d. Understand the advantages and disadvantages of the learning systems studied in the course, and decide which learning system is appropriate for a particular application.
e. Make a naive Bayes classifier and interpret the results as probabilities.
f. Be able to apply clustering algorithms to simple data sets for clustering analysis.
Core Text
1. Machine Learning, Tom Mitchell, McGraw Hill, 1997.

2. Introduction to machine learning (2nd edition), Alpaydin, Ethem, MIT Press, 2010
3. An Introduction to Support Vector Machines and Other Kernel-based Learning Methods, Nello Cristianini and John Shawe-Taylor, Cambridge University Press
 

Supplementary Text
1. Artificial Intelligence: a modern approach (2nd edition), Russell, S. and P. Norvig, Prentice Hall, 2003

List of Examiners:
All the teacher of relevant subjects of all the public universities.
