Notes on R Language for Statistical Computing

By H. D. Vinod

Why R?  It is numerically one of the most accurate languages and it is free.  It is supported by experts from around the world and available anywhere one has access to highspeed Internet.  R is based on an earlier public domain language called S developed in Bell Labs in 1970’s.  SPlus is the commercial version of S whereas R is the free version.  It is a very flexible object oriented language in the sense that inputs, data and outputs are all objects inside the computer.  It may seem daunting at first, but it is very powerful and useful as a lot of programs are already written in R.  Even if R is a "language" do not be discouraged.  R is an "interpreted" language not "compiled" language. So all R commands are implemented as they are typed.  
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Ch. 1 OBTAINING R

(you can google the phrase "r-project" and get the site)

or Go to http://www.r-project.org
and choose a USA mirror  e.g. http://cran.us.r-project.org  

on the left side under "Download" Click on CRAN Link

Pick a mirror closest to your location.  e.g. Pittsburgh

Click on Windows

Click on base.

Depending on your Internet connection this process will take some time. Be patient.

Click on "Download R-3.2.2 for Windows  or whatever is the latest version
This is a link to a Setup program (about 54 megabytes).

Right click on this and choose Save target as .. . save it in a temporary directory 

or "desktop" of your computer. 

After it is completely saved (takes 7-8 minutes), click on the saved file, choose simple options. Do not customize it.This does everything.  It creates Icon for R-Gui (graphical user interface).

· The help pages for R packages online, check out rdocumentation.org from DataCamp. There, you can search through the documentation for every R package ever published on CRAN, and view the help pages for the functions in those packages (and even see the help corresponding to specific package versions).  Also search at https://www.r-pkg.org/   R-specific search websites such as METACRAN or Rdocumentation
· R packages built for search such as the sos package

· CRAN Task Views

Pretty-R  just paste your R code into a gist, and then use the Embed tool to grab HTML code you can paste into your web page or blog post. Just make sure the gist has a .R extension so that it's highlighted as R code.

IATscores — by Giulio Costantini, 3 years ago 
Implicit Association Test Scores Using Robust Statistics

Compute several variations of the Implicit Association Test (IAT) scores, including the D scores (Greenwald, Nosek, Banaji, 2003) and the new scores that were developed using robust statistics (Richetin, Costantini, Perugini, and Schonbrodt, 2015).

Search in YouTube.com for R language tutorials.

Good ones are at http://www.twotorials.com/.
http://youtu.be/0ksZmNU5FRM
Introduction to R  and subsequent 20+ videos are good also
Microsoft and DataCamp launched an exciting new course on edX.org covering the basics of the statistical programming language R. This four week hdns-on course is free for everyone, 
Packages within R

"Base" has the basic package and "contrib" has other packages and add-ons. They are all available free and on demand.  Use the R-Gui menu called Packages

First choose the option "set CRAN mirror"  then choose -> Pennsylvania, say

Then choose the option "Install Packages"… and then the packages by name. 

I have created a text file called r2packages.txt containing 50+ lines like

install.packages("uroot") 

install.packages("utils") 

then I issue the following single command in R to get them all, one by one every time I get a new version of R

source(file="c:/help-notes/r2packages.txt")

The downloaded packages are saved in

        C:\Users\hd\AppData\Local\Temp\Rtmp2lfpNL\downloaded_packages

in my Windows 7 computer

You can download my file at http://www.fordham.edu/economics/vinod/r2packages.txt
It saves time every time R creates a new version and packages have to be reloaded.

http://www.statmethods.net/advstats/index.html  Intro to R site

IceBreakR tutorial, it is great: 
http://www.ms.unimelb.edu.au/~andrewpr/r-users/intro.pdf 
wonder why following does not work

getPackage <- function(pkg){

  if(!require(pkg, character.only=TRUE)){

    install.packages(pkg)

    library(pkg, character.only=TRUE)  }

  return(TRUE)}
if(!"shiny"%in%installed.packages())install.packages("shiny", repos = "http://cran.case.edu/")

require returns a logical value. That is, it returns (invisibly) TRUE if the package is available, and FALSE if the package is not.  

if (!require(package)) install.packages('package')

library(package)
installed <- dir(.libPaths()) #provides names of all installed packages or list of packages 
library("shiny") 
http://shiny.rstudio.com/tutorial/lesson1/  teaches shiny with examples
Instead of library(meboot) it is better to call this function be sure to use quotes: getPackage("meboot")

packageVersion("meboot")# gives the latest version number  version control
How to Get the Latest versions of packages?

Under the packages menu there is option to update packages from CRAN

Upon installing the new version, it is a good idea to update all packages.

update.packages(checkBuilt=TRUE, ask=FALSE) in the new R

One can use a package called installr
# installing/loading the package:
if(!require(installr)) { 

install.packages("installr"); require(installr)} #load / install+load installr
updateR(to_checkMD5sums = TRUE) # 
# If you wish it to go faster, run: installr::updateR(T)
setInternet2(TRUE)# # only for R versions older than 3.3.0
updateR()  # if connection problems issue the command setInternet2(TRUE)
#updateR(to_checkMD5sums = FALSE) # the
copy.packages.between.libraries(from="C:/Program Files/R/R-3.2.5/library", 

to="C:/Program Files/R/R-3.3.0/library", 

ask = FALSE, keep_old = TRUE,

do_NOT_override_packages_in_new_R = TRUE)

install.packages("ctv")

library("ctv")

install.views("Econometrics")
update.views("Econometrics")
R package called sos is helpful to find R functions from entire R
For example,  library(sos); findFn("mtx") #creates excel sheet

having the words mtx anywhere
How to cite a package in a publication?  just type in R this command:

citation( "systemfit" )# citation is a function in R, needs quotes 

http://mran.revolutionanalytics.com/packages  has a preview of most packages
A strange problem related to Security setting on your computer

In setting up the R at the university, I had a serious problem.  The packages menu

Has the option  install packages from CRAN…

This was not working for me so I could not update or install any packages.  This

Was frustrating.  I found that this was

because I had inadvertently clicked OK to a warning message when R was first installed.  This inadvertently kept a firewall and did

Not permit downloads from the R site.  I had to go to start menu, control panel, remove programs and remove the version of R completely and then reinstall at which time I got

The option where I chose to trust the downloads from R site.

Caleb Roepe contributed following information about installing R packages in Vista system: Go to control panel, security, security center, other security settings, you 
MUST turn off User Account Control (UAC). The computer will need to reboot. 
Install your packages and then turn back on UAC, if you want.

http://cran.r-project.org/doc/contrib/usingR.pdf
is a good 99 page manual describing R by J. Maindonald

http://cran.r-project.org/doc/manuals/R-intro.pdf  has official introduction to R

http://www.burns-stat.com/documents/tutorials/impatient-r/  good starting documents
Obtaining HELP about commands from within R

When in doubt, Click on the Help button of R and then on manuals gives all command info. Nobody is expected to remember all commands.

typing help.start() at beginning will launch the default web browser with links to the basic sources of information.

I also have http://cran.wustl.edu/ bookmarked.  This allows me to select a package, read its pdf manual for its description before downloading it.

HOW To get help on specific commands?

If it is a command from original R, for example, lm for regression, type ?lm or help(lm)

If it is from a package library, you have to issue a library(gee) command (lower case l in library) and then type help(gee) to get info about command called gee

To know what any package does use the command: help(package=gee)

To attach a library (bring into memory) use library(gee) command not attach(gee)

This is a quirk of the R software. Another option to get help is to use the help menu of RGUI, use the HTML help.To get help for white.test Just load the package library(tseries); help ("white.test");This white test is for Neural Networks. 

attaching many libraries in one call
libs <- c("forecast", "ggplot2", "stringr", "lubridateee", "rockchalk")

sapply(libs, library, character.only=TRUE, logical.return=TRUE)

libs <- c("forecast", "ggplot2", "stringr", "lubridateee", "rockchalk")

lapply(libs, require, character.only=TRUE)

To get help about all functions in a package: library(help = tseries)# or 

help (package= tseries)

http://www.twotorials.com/2012/03/what-does-object-oriented-statistical.html has video tutorials length 2 mintues explaining how to use R

 the Course Introduction for "Data Analysis": is on youtube
http://www.revolutionanalytics.com/news-events/free-webinars/2012/using-r-for-analyzing-loans-portfolios-and-risk/
R in Finance presentation not knowing about it. There are only 16 of them though, so I think that these are worth revisiting for expansion. 

Type demo() to get att demo's of R skills already available to leran R

demo(package = .packages(all.available = TRUE))  for all demos in all packages
demo(graphics), demo(persp) plotmath, glm.vr, smooth, lm.glm, nlm, all good

demo(plotmath) gives Examples of the use of mathematics annotation in graphs

package latex2exp  also has latex tools to include Greek symbols in graphs

latex2exp('$\\alpha^\\beta$')
plot(x, xlim=c(0, 4), ylim=c(0, 10), xlab='x', type='n',

     ylab=latex2exp('$\\alpha  x^\\alpha$, where $\\alpha \\in 1\\ldots 5$'),  

     main=latex2exp('Using $\\LaTeX$ for plotting in base graphics!'))
latex2exp_examples()
sessionInfo(), 

browseVignettes() brings up a list of vignettes. These are short documents on a particular task. 

http://www.rseek.org/  is a great place to search answers to r-related questions

https://www.rdocumentation.org   can be searched for names

Also try RSiteSearch("foo") as an R command to search for "foo"
http://www.burns-stat.com/r-navigation-tools/
is useful for several navigation tools  includeing getAnywhere(name-of-funciton)
Ch.2 SOME HANDY REFERENCES /FREE BOOKS for R

http://people.su.se/~ma/R_intro/  Mahmood Arai 2008-01-22 brief guide to R for beginners in econometricians

shiny package.
http://www.rstudio.com/shiny/ is a very nice place to start
http://www.math.ilstu.edu/dhkim/Rstuff/Rtutor.html is a good start for complete novices

by Dong-Yun Kim

Some Handy References for Learning and Teaching R

On the website for R left column has a documentation section.  See "contributed documentation" for references to free books and manuals, some of which are over hundred pages.  Also see under "manuals" for the latest manuals.  

http://www-personal.buseco.monash.edu.au/~hyndman/papers/R.pdf
has a good review article for R 

http://cran.r-project.org/doc/contrib/Short-refcard.pdf
download the useful reference card for quick ref to all important R functions and tools

http://wiki.r-project.org/
Is a good source

Read article by N. J . Horton, Brown and Qian in American Statistician, Nov 2004, vol 58, No.4, page 343  "Use of R as a Toolbox for Mathematical Statistics Exploration"

This is very useful references and explanations of  use of R.

you can get the article at  http://www.math.smith.edu/nhorton/R

http://www.math.smith.edu/R

also try http://www.stat.umn.edu/galin/teaching/Rstuff

http://www.stat.psu.edu/~naomi/stat597C/  has nice PowerPoint etc.,which I want to use.

A good free stats book for regression using R is available at the R website

http://cran.r-project.org/doc/contrib/Verzani-SimpleR.pdf
This is a good Introduction to stats book using R

Another good free stats book for regression using R used to be available at the R website

www.stat.lsa.umich.edu/~faraway/book
also ‘faraway’ is one of the packages. This is no longer free but can be bought.

Another advanced book by John Maindonald of Australian Nat Univ with 99 pages is available for free download at 

http://wwwmaths.anu.edu.au/(johnm/r/usingR.pdf
It has exercises for learning both data analysis with stats and R and uses the R package called DAAG

http://www.mayin.org/ajayshah/KB/R/
has useful hints for clicking exactly what you want.

"Statistical Analysis of Financial Data in S-Plus," by Rene A. Carmona is for S+ the commercial version of R, but still useful

http://zoonek2.free.fr/UNIX/48_R/11.html#9
has a good listing of regression problems and their solutions (using R code) see heteroscedasticity.

Go to swirl website: http://ncarchedi.github.io/swirl/ 

http://tryr.codeschool.com/!
http://www.computerworld.com/s/article/9239625/Beginner_s_guide_to_R_Introduction
http://www.quantide.com/R/ramarro-chapter-02/  a free book for R developers from Rome 

https://www.edx.org/course/introduction-r-programming-microsoft-dat204x#!
has free 4week long R course

Ch. 3 SOME TIPS IN USING R

Typing in R is line by line.  If the line you typed makes sense to R it replies with a prompt  ">".    This still may not be what u have in mind.

If R responds with a plus sign +, it means R is expecting more for previous command.  To get out of these + signs, press the ESCAPE key.

A vector p with 3 elements is defined by:

p <- c(.2,.3,.5)

p  #print to screen the object p

The silly c needed for any list represent a catalogue of numbers, (or concatenate). 

Do not forget the commas.  

p is an object in R and one can do any number of operations on it, once it is defined

To make sure R understood what u have in mind, just type the name of the object and

R will print it out.  The name of the object p is short for print(p) on the screen (not printer).

The lower case c is a reserved word in R which means concatenate or catalogue.

Economists might be tempted to use c for consumption, but sometimes this confuses R and the diagnostic of the problem as reported by R is itself confusing.

There are a few dozen words, which should be avoided:  Here is a partial list:

c, print, list, paste, collapse, break, cut, core, table, attributes, get, sep, for, assign, eval, parse, plot, xlim, ylim, xlab, ylab, $, underscore _, D (D means derivative to R),  T, F (F means False and T means True), return, next

Anything after # in a line is ignored by R.  Useful as a comment to yourself or to the reader of your R code.

3.1) It is a good idea to create your R code in MS word and save the file as one with txt extension or as a text file, say  "myR1.txt"  Make all changes there in MS-Word.  This helps because one can use the search, copy paste etc facilities within Word.  

Once the MS Word file is created, you can simply copy and paste or…

Go to R-GUI, File menu, Click on "Display File …"

Then edit and select or highlight the portion of the file "myR1.txt" you want to be executed. Then click on he left most button  which has the prompt > in red color

You can also highlight the material and Right Click and paste to consol to implement it.

3.2) It is not necessary to retype commands in R

You can use up arrow to get and then correct any one old command at a time.

Another way is to hold control key down and press p or "Ctrl+p" for previous command

"Ctrl+r reg1" will search previous command line with reg1 in it and re-run it

[this does not seem to work any more]

Ctrl+a goes to the start of the line  Ctrl+e goes to the end of line

I personally prefer to do these things in MS-Word.

If the command you want to fix is up above, go there by scrolling and highlight it and then copy and paste with a right click on the current  > sign at the bottom.

Another extremely useful feature in R is to type

history()

This lists all the commands you  have typed.  You can copy them into MS Word and

make changes there.

3.3) SAVING work for future use: Within R you can highlight any part of commands or answers and save them as text file. This is done from the file menu using "save to file" option.

Saving R objects (for example, transformed data, intermediate outputs) is possible for future use. For example, suppose long simulation results are in a matrix called xsim and we want to access it later, then, give following command:

save(xsim, file="c:\\boot\\xsim.Rdata", ascii=T)

This will create a file called xsim.Rdata in the subdirectory called boot.

If you click on the file name, it will open R in a new window and restore xsim there

command ls()  in new R gui will let one know the name of the saved object.

load command is also used for reloading saved file

If you just want to save ascii format some numbers use 

cat(x, file="c:/r-hdv/temp.txt", ASCII=T)

unlink(".RData")  gets rid of *.Rdata stuff

3.4) Pasting Output to MS Word: Output can be pasted to any word processor by simple copy and paste. Graphs can be saved as pdf, gif, postscript or meta files, png file seems to be the best in terms of spacing from labels, etc. and also its ability to go into MS Word.  Just use "insert" menu of Word, click on Object…, then choose Create from File and then check Link to file click on Browse and choose the link c:/file-location-path

3.5) Looking for Precompiled Programs to do Stats: 

??ridge without quotation marks on any such word is a powerful way to get info on anything u want.  

??datasets  informs about all available data sets in R

file.exists("c:\\myfile")  # should give TRUE

try(data(package="MASS")#lists lots of data sets

try(data(package=MASS, Sys.sleep(3))

data.princeton.edu/wws509/datasets   has stata data sets for logistic etc models
library(readstata13)#for read.dta13 file

library(pastecs)#for sample stats
#Sample restrictions in R/subsetting

df1<-subset.data.frame(df,metal = "SILVER")

df2<-subset.data.frame(df1,multistate != 1)

df3<-subset.data.frame(df2,ra != 26)

data() # parentheses with nothing in them gives a list of dataset names available in R

??"ridge regression"  gives MASS::lm.ridge    and survival::ridge  

    the name before double colons :: is the name of the package and the name after :: is the

    name of the function within the package.  You must first install the package, of course.

??ridge also does the same thing and searches for all packages with ridge in them. It is

   too long.

Googling with name and R also works.

http://www.r-project.org 

has "search" link on the left hand side. This will take you to page where you
can access different archives individually or search them all at once. 

stats:::Wilks  #triple colons gives info about Wilks' lamba

3.6) Comments inside R Code 

# means ignore or comment everything to the end of the line

every line needs a new # symbol. These should be used to comment information to yourself or others using your code.  There is a function called comment which prints

some comment about R object.  For example

x <- matrix(1:12, 3,4)

comment(x) <- c("This is my very important data from experiment #0234",

                "Jun 5, 1998")

x;comment(x)

3.7) deleting first 3 observations from a vector named a is done as 

a[-(1:3)]

a[a>0] #collects all values of list a that are positive, 

#note that in this command the "a" is both outside the brackets and inside the brackets

replace(x, list, values)

replaces the values in x with indexes given in list by those given in values. If necessary, the values in values are recycled.
# in the dataframe df replacing bla with 'REPLACED' 
replace <- sapply(X = df, function(x) sub(pattern = 'bla', replacement = 'REPLACED', x = x)) 
3.8) READING DATA into R (use read.table command)

Before you begin a job in R you may have to load workspace or data. I have never had to do this, but maybe because I work with relatively small data sets.

http://www.inside-r.org/r-doc/utils/read.table
In the following example, create a text file with 3 columns 

Open a blank MS word document.

Type in the first row  x y z as column names (so we will say header=True)

The actual data is lined up under the column names.

x y z

1 2 3 

4 5 7

8 9 10

7 11 11

6 5 10

Save this MS Word document as a file using "saved as" a text file "test-r-data.txt" in some directory.  In my case I use the directory "help-notes".It is a good idea to pick the txt extension for text files.  Use windows explorer (My computer local disk help notes etc. In the tools menu click on folder options. . .Then get view and be sure that there is no check mark on "Hide extensions for known file types".  Now make sure the file is there under the right name. Only then use following R command

myxyz <- read.table("c:\\help-notes\\test-r-data.txt" , header=T, sep="") #Note that we did not bother with changing most defaults.

#double backslash is needed since one backslash is "escape" in R

#if the headers are to be recognized by name without the dollar sign,

#make sure that headers have No spaces, No characters like & | \ /

#For example if header line has "S&P 500" it will be read as 

#two headers "S.P" ("&" is replaced by R to be ".") and "500".  

attach(myxyz)#this is important to learn

Note that separator has no space even if there IS a space in my data.More generally,

read.table(file, header = FALSE, sep = "", quote = "\"'", dec = ".",

           row.names, col.names, as.is = FALSE, na.strings = "NA",

           colClasses = NA, nrows = -1,

           skip = 0, check.names = TRUE, fill = !blank.lines.skip,

           strip.white = FALSE, blank.lines.skip = TRUE,

           comment.char = "#")

All things with = sign are default settings. If na.strings="." it will treat the dot as NA. The default is reset by having skip=5 in the command line and is useful feature to have first 5 lines (say) of the file describe the nature of the data, source, story behind the data, etc.  It is nice to have all that info right in the file and yet R can read the data.  If the data are separated by a tab, say sep="back slash t where t is tab"

da=read.table("c:\\temp\\temp2.txt",colClasses = "character");da 

#will read as characters, not ignore initial zeros

scan("c:\\temp\\temp2.txt",what="") #will do the same

#reading small stuff from excel workbook on clipboard Ctrl+c

read.excel <- function(header=TRUE,...) {
  read.table("clipboard",sep="\t",header=header,...)}
#issue the above commands to R, go to Excel, highlight

#Ctrl+C to save on clipboard and they issue this command
x=scan("clipboard");x  #works if data don’t have commas

> y=read.table("clipboard")#when commas are present
#  V1 V2 V3 V4 V5 V6 V7 V8

#1 2, 4, 2, 4, 3, 1, 3,  2
yy=as.numeric(y)#gives access to clipboard numbers as yy
 dat=read.excel();da  #see that R got the data
utils::readClipboard()  reads highlighted text
read.DIF("clipboard", transpose=FALSE)

Data Interchange Format (DIF) and creates a data frame for matrices or single spreadsheets even from a clipboard.
Read a "table" of fixed width formatted data  (read.fwf)

read.fwf(file="c:\\temp\\temp2.txt", width = c(2, 4, 2, 4, 3, 1, 3, 2 ,6))

Import some data into R exported from a SQL Server client 

data <- read.delim("sample-query.tsv", header = FALSE, stringsAsFactors = FALSE, fileEncoding = "UTF-8-BOM")

Working Directory setting:  If you will be always having your data in directory called

"c:\data\"  say, then you can issue the command. 

setwd("C:/data")  #Note the regular forward slash

getwd()  will let u know what R understands to be the current directory

Suppose you want to work with the same data next time, then we have to save it as workspace before quitting by giving it a name save as workspace. Next day you load it as workspace really mans all the objects, whole session is loaded as workspace. This is done from the file menu you simply Click on Load workspace …

seq(2,14,2)#gets sequence of numbers from 2 to 14 in gap=2 in an object

[1]  2  4  6  8 10 12 14

3:6 # colon is enough

[1] 3 4 5 6

seq(3,50,len=6)#gives 3.0 12.4 21.8 31.2 40.6 50.0

seq(8) #gives 1:8

seq(2,along=x) #start seq at 2, create seq of same length as length(x).

seq(17) # same as 1:17, or even better seq_len(17)

seq(1, 9, by = pi)    # stays below 'end'

[1] 1.000000 4.141593 7.283185
See http://www.inside-r.org/r-doc/base/seq
From other applications, it is possible to highlight the data (i.e. move it to clipboard) and use

mydata <- read.table("clipboard")

attach(mydata);  y=c(V1,V2,V3); summary(y); sort(y)

To find the percentile of a number (=1.59 say)

w=which(y<1.59); length(w)/length(y)

it is a good idea to issue the command summary(mydata) after you read the data to know

what is there.  Also useful are head(mydata) and tail(mydata) commands to get initial observations printed.  summary(factor1) for a factor (categorical) variable gives a grequency table 

Reading Very Large Data file say mylargefile.txt needs a package data.table
library(data.table)

mydata<-fread("mylargefile.txt")

example(data.table)  #lists many useful examples 
vignette("datatable-intro")

DT[!2:4]  # all rows other than 2:4
 rows are sorted by the key

setkey(DT,x)

The mult argument (short for multiple)

allows the first or last row of the group to be returned instead.

 DT["b",mult="first"]
vector scan and a binary search are different 
Reading Data From An Excel File (blank column trick)

Create a compact excel file, get rid of un-needed columns, keep all descriptive information in the original file but remember to use skip=7 in the "read.data". Now copy and paste the relevant portions of original excel file into an excel workbook.

In that workbook give a compact name to each column as the variable name 

Hint 1) If there are Missing data, choose a symbol, say NA for not available and type it in the right place, Initially work with NO missing data while u are getting comfortable with the procedure)

Hint 2) do not use c as a variable name, do not use numbers or symbols in the name, this may mean you have to insert a row for these names. In Excel workbook use excel menu "insert" to insert blank columns between every two columns.  (This is my blank column trick, it prevents the numbers from spilling into wrong columns)

Now click on SAVE AS….option of the File menu of Excel. Among the options choose  "formatted text (space delimited) *prn" which is very low.  or "csv" comma delimited.

Give a descriptive name for your data file, 

Hint3) The file name should not have gaps, numbers, dots, symbols, underscores, stars etc. Click OK to save the active sheet,  

Click yes to "do you want to keep in this format"  Click yes

When it asks "do u want to save the changes to book1.prn"  click No

Now issue the R command

mydata=read.table(" correct path name and file name goes here",  if the header is present need to say header=T)

To make sure that R has read the data correctly, use the summary(mydata) command.  Check for missing data called NA’s.  Summary command gives basic descriptive stats for each of the variables and reports the number of NA's

To access individual data columns by name, use 

attach(mydata)

Data fails to read! What to do?  This can be frustrating. Some common errors are:

Make sure the data are human readable in ascii format.  (Read the file in MS word and "save as" text or asc file) Be sure not to have extra lines at the bottom of the file. If there are extra lines be sure to use skip=4 etc in the above command. Also sep="," is needed for comma delimited or csv files.

http://www.ocf.berkeley.edu/~irishui/PS231A/How%20to%20read%20in%20csv%20file.pdf
 has a good step by step description of getting excel to R bymaking csv files

Small data copy from excel to R

highlight in excel CTRL-C   then go to R and type x=scan()
when R says 1:  CTRL V  for pasting and it will define x without

having to type commas after every number.

download Java 64-bit from this page: https://www.java.com/en/download/manual.jsp
After that just try to reload the xlsx package.

library("xlsx")

write.xlsx(x, file, sheetName = "Sheet1", col.names = TRUE, row.names = TRUE, append = FALSE)
RexcelInstaller  is an R-package for running R within Excel etc 

https://github.com/tabulapdf/tabula. allows reading of pdf file data in R.
Another example using Davidson McKinnon textbook 

www.econ.queensu.ca/ETM has earnings data, Download it, remove bottom descriptions

Save it in subdirectory called dmck  on you c drive and then issue the following command sequence

erng <-read.table("C:/dmck/earningsdat.asc")  

da=read.csv(file.choose())#allows rading of csv (comma separated) files #and file.choose() allows choosing on the fly depending on the context

data=read.table(file.choose(), header=T)#chooses the file to be read

For very large files with 7 million rows and 29 columns it is better to
use package called data.table and then call fread. See system.time comparisons:
system.time(read.csv('../data/2008.csv', header = T))

#   user  system elapsed 

# 88.301   2.416  90.716

Sometimes as.numeric does completely crazy reading of data.  Use

as.numeric(as.character(da[,j]))
as.numeric(levels(f))[f] is recommended and slightly more efficient than

as.numeric(as.character(f))One can also prevent things from automatically being converted to s by setting stringsAsFactors = FALSE using ?options.

The levels can be specified explicitly:

sizes <- factor(sizes, levels = c("small", "medium", "large"))
library(data.table)

system.time(fread('../data/2008.csv', header = T, sep = ',')) 

#   user  system elapsed 

#  4.740   0.048   4.785

Reading Binary "mydat.sav" file in the data directory:

Suppose we saved the data on real GNP called rgnp by the command

save(rgnp, file="c:/data/rgnp.sav").

Now next time we want to use that object (rgnp) we begin by cleanup

rm(list=ls());ls()#now R says

character(0)  #This means it is really clean

load("c:/data/rgnp.sav")

ls()  #this reveals the name(s) of the object(s) loaded

"rgnp"

Now the R object called rgnp is available to you for plotting etc.

Reading data saved by R in binary files with extension rda or Rdata

load("c:/et1-2/GermanMacro.rda")

Another way to save objects is saveRDS(). 

saveRDS(mod, "mymodel.rds")

mod2 <- readRDS("mymodel.rds")  This will rename it as mod2

R package called "foreign" allows us to read Data Stored by Minitab, S, SAS, SPSS, Stata, Systat, dBase, etc. For example, for stata use
library(foreign)

read.dta(file, convert.dates = TRUE, convert.factors = TRUE,

missing.type = FALSE,convert.underscore = FALSE, 

warn.missing.labels = TRUE)

da=read.dta(file.choose())#is often convenient
Reading data from the Internet using getURL and textConnection  ??did not work 12/15/2018
library(RCurl)#load package

library(foreign) #this may not be needed

url <- "http://www.fordham.edu/economics/vinod/uip.asc"

da <- getURL(url, ssl.verifypeer = FALSE)

da2=read.table(textConnection(da), header=TRUE)

summary(da2)

start with single quote inside textConnection parentheses

score <- read.table(textConnection('
Student StudentID  Section  Test1 Test2 Final
Capalleti 0545 1  94 91 87
Lundsford 4860 1  92 40 86
McBane    0674 1  75 78 72'),header=TRUE,
  colClasses=rep(c('character','numeric'),each=3))
# id, only numerical data
# this case - t(score[,-1:-3])  #ignore columns 1 to 3
t(score[,sapply(score,class)=='numeric'])

These days, the following works without calling any packages

da2=read.table("http://www.fordham.edu/economics/vinod/uip.asc", header=TRUE)

https://ropensci.org/blog/2019/01/29/rdhs/  has useful data for lots of years and lots of countries regarding health indicators

3.9) MODULO division  INTEGER division  3%/%5 is 0 but 3%/%2 equals 1

but  -3 %/%2 equals –2 not minus 1.  This is a bit strange!

48 % /% 5  #gives integer after dividing 48 by 5 as 9 ignoring fractional part

%% means modulo  48%%5 gives 3 the remainder after the division.

(48/5) = 9 and remainder 3. Get them by %/% and %% respectively

-48%%5 gives 2 not 3 even though all i have done is change the sign of 48.  It adds 1

Rounding the output before printing

a=2345.67812

round(a,3)  #this rounds to 3 places to the right of the decimal as 2345.678

round(a,-2) # this rounds to 2 places to the left of the decimal 2300

x=c(0,0.01,0.005, 0.0051, 1.008)

cx=round(x,2); cx; cx2=format(round(x,2));cx2 #format gives quotes

#In old versions sometimes it helped to write "format"

format function inR formats an R object for pretty printing.

format(c(5,0.006),nsmall=5) # "5.00000" "0.00600"

Remember that the printed value need not be the actual value, R always rounds for reporting (printing) to about 8 places including the intercept

e.g

a=2345.67812345

a # will show 2345.678,  but the number in memory is the actual a above

library(formatR)

tidy_eval("C:/hdvpkg/generalCorr/.R")
tidy_eval(source="clipboard",file="c:/temp/tmp1.R")
ljank.2 <- update(jank.2, log(.)~.)  #take log of dependent variable

round(summary(ljank.2)$coef, 4) #round regression summary to 4 places

#note minor changes to models with the update function. Useful in regressions!

invisible(update(…)) #printing choice

invisible() #are functions return values which can be assigned, but which do not print when they are not assigned. 

How to print every tenth x?  x=1:100; for ( i in 1:100)  if (x[i]%%10==0) print(x[i])
Dividing so that only the integer is retained and fraction is ignored with %/%

25%/%3  gives 8

ceiling(2.6) gives 3 and ceiling(2.006) also gives 3,  this is rounding up always

floor(2.01)  gives 2 and floor(2.999992) also gives 2.  This rounds down always.

3.10) What have I got so far in my R session and Session Information for Record?

search()  

#with nothing in parentheses lists all objects currently in computer

ls() #also lists objects

rm(list=ls()) #rm means remove ls() means every object.  It clears workspace

Clearing the console  during  a session, Use edit menu. It has CTRL+L  This cleans out old outputs

q() #quits R  Terminates current R session

sessionInfo()  # a usef command to know info about the session

#usually needed to ask someone about why something did not work

#R version 2.15.0

11) Sending output to a file

sink("c:/et1-2/temp.txt", append=T) #good way to save 

 #will divert output to a file named temp.txt, 

#append=T will not overwrite earlier results in temp.txt file

NOTE forward slash and quotes are needed. Directory names are case senstitive

sink()  #with nothing in parentheses starts sending output to the screen

You may have to set 

options(verbose=T) 

to see the output on progress of algorithm.  

One needs explicit print commands here to see the printed outputs.

In general you may want this verbose option to be false.  To know the current setting of all options type options() with nothing in the parentheses and you will get a list.

options(prompt="R>") #changes the prompt from mere > to R>

options(prompt=" "); options(continue="    ") 

#change prompt from > to simple space for easy copy an paste

type  options() to know all settings, e.g. options(width=100) gives wide printed lines

options(show.signif.stars=FALSE) will turn off showing of one * for 5% etc stuff.

dump() function takes a vector of names of R objects and produces text representations of the objects on a file or connection. A dump file can usually be  "source"d into another R (or S) session.  dump(list, file = "dumpdata.R", append = FALSE)

Saving several plots with unique names using a loop
set.seed(234); nplots=3 #do not forget two for loops: plot 

#names and plots produces many plots in a directory c:/temp
nameoplot=rep(NA,nplots)

for  (i in 1:nplots) { nameoplot[i]=paste("Rplot",i,sep="")}

for(i in 1:nplots) {

x=sample(1:10);  y=sample(1:10)

mypath<-file.path("C:","temp",paste(nameoplot[i],".pdf",sep=""))
pdf(file=mypath,width=9,height=7)
matplot(cbind(x,y), typ="l",main=paste("Plot_Title:",nameoplot[i]))
dev.off()  }

pdf(file = if(onefile) "Rplots.pdf" else "Rplot%03d.pdf") 

seems simpler and is worth trying but does not work so far.
Plot/Figure headings with evaluations of values from a list of things
x=0:5;p1=0.5;p1n=paste("p= ",eval(p1),"n=",5)

barplot(dbinom(0:5,size=5,prob=p1),main=paste("binomial density", p1n), names.arg=x)
option horiz=TRUE  gives sideways bar plots
# gives "binomial density, p=0.5, n=5" as the Fig. heading
mode(x) is get or set the storage mode of an R object "logical", "integer", "double", "complex", "raw", "character", "list", "expression", "name", "symbol" and "function". Attributes are preserved 

save workspace image:

Suppose you are working on a specific project which is incomplete.  Begin by rm(list=ls());date

When you close R, it asks whether you want to save such image.  The problem is

to find it.  R sends it to the following place in my computer.

is options(stringsAsFactors=FALSE), which prevents R from converting character data into factor objects when you import data frames.
C:\Documents and Settings\Hrishikesh Vinod\My Documents\.Rdata

To know where R sends it on your compueter, right click on the R incon on your desktop, click on properties and note the location of "Start in:"

If you want to re-create the entire session again you may want to rename this file

and save it in another directory so it will not be accidentally re-written. Just clicking on this file from Windows explorer brings you back to where you were.

12) date()  #prints today’s date and time

A good way to remember when a program was run is to always start with: 

objects() # these objects are already in memory

rm(list=ls())  #to clean out all old junk from memory of R

paste("Today is", date());help.start(); options(prompt=" "); options(continue="    ")

as.POSIXlt(Sys.time(), "GMT") # the current time in GMT

as.POSIXlt(Sys.time(), "EST5EDT")  # the current time in New York

13) Getting input commands into R from a file

source("c:/et1-2/main1.txt")  

#will bring code from a file named main1.txt

14)Plus sign problem

Sometimes R gives you + and you cannot get rid of it

The + actually means that you have not finished the last command.
It is basically a syntax error.

All you have to do is type a parehthese or something to get rid of it

15) How to know the code itself.  If the function is generic you can see it by just typing the name. 

methods(mean)#lists various types of means, e.g mean.default. Then

getS3method("mean", "default")#prints code to the screen

Sometimes you have to download the source code of the package,
(for example http://cran.r-project.org/src/contrib/MASS_7.3-7.tar.gz)
and then unpack the tar.gz file  within R itself by following R commands.

getwd()  #finds out the exact path for the working directory

#set working directory (wd) as c:/temp say

setwd("path-to-source-file") # or just use the gui, file -> change dir
untar("MASS_7.3-7.tar.gz")

e.g., Type just lm  and this gives the code for running regressions.  

lm() with parehtheses will not work,  just lm with nothing works!

eigen is a progrm for eigenvalues and eigenvectors of a matrix

boot  for the bootstrap after loading the boot package

plot  says UseMethod("plot")

this one is in Binary format in C++ etc.  so u do not know what it does in much detail

methods(plot)  command gives some information, You need the next step to type

plot.lm  to get entire code for the specific plot function plot.lm you may want.  Also

getS3method("plot", "default")  #gives the S3 code

getS3method("confint", "default")

showMethods('plotMA')
then to get source code by getMethod(), 

getMethod("plotMA","DESeqDataSet")
getAnywhere("npreg")#works
methods("npreg")

[1] npreg.call*       npreg.default*    npreg.formula*    npreg.rbandwidth*
getS3method("npreg", "default")#works

getS3method("npreg","formula")#also works
16) Extracting Input and Output files (history) to get back all stuff input in a given session without having to retype the same commands. 

FILE menu of R Gui (graphical user interface) and click on "save history…" then R will try to create a text file called ".Rhistory"  rename it as date.txt and save it in an obscure place.  Instead, you can give it your own name and save it in a more accessible location, say c:\temp\myhistory.txt.  Now use MS word to edit it and paste in R as needed.  This is the clean file of input to R withour the ">" symbol etc.

Go to file menu of R-gui and choose   Change dir…

then choose c:\temp as your directory for easy access

After a session, to save the entire output of the session use the

FILE menu also allows you to save output of a session by clicking on "save to file …" and again I find it better to save it to less hidden location in c:\temp directory

You should do most coding work in MSWORD text files (doc files use too much space) 

edit these files as you go and always cut and paste.  Sometimes it is better to name the file with R as second name instead of doc.  You just have to right click on the file and use rename utility to do this.  If the second name is R and you double clikc on such file, the text file is shown in a format easy for reading with color green for comments (lines starting with #, color red for important stuff  etc.)

17) How to capture the R output?

The following will capture output and send to a file instead of using copy and paste.

reg1=lm(y~x+z)

capture.output(summary(reg1), file="c:/stat2/oput.txt", append=T)

vcov(reg1) #prints the covariance matrix of regressors.  

#alternative way to get standard error of slope: se=sqrt(vcov(reg1)[2,2])

example(anyRfunation)

example(lm) #this does regression example.  

#It is a useful command for any R function

#It does one or more examples before your eyes.

Specialized software Packages in R

In the package menu of R GUI

there is an opportunity to update the packages from CRAN and get new ones.

The manuals of these packages are easily seen from CRAN and I download them to a separate directory, even though they are also included inside R.  For example, ‘Ecdat’ is a package with economic data of various kinds.  The commands help(datasetNAME) and summary(dataname) or str(ANYrOBJECT) which provides the structure of any R object can be used to quickly know what each data series is about. The tsp(x) command returns the time series properties of the object if it is a time series, otherwise returns NULL

Ch. 4 GRAPHICS in R

Just type help(plot) to get most of the info, x axis goes first then y.  You will see that R is great for plotting.  

y=c(35, 49, 27, 33, 60, 21, 45, 51)

x=c(8, 9, 7, 6, 13, 7, 11, 12)

plot(x,y)  #gives a rudimentary scatterplot

http://www.inside-r.org/r-doc/graphics/plot
full details of plot command are here

xlim=(1,10) will set plot limits on the axes at 1 and 10, if reverse order plot is reversed

Axis(c(-5,5),at=c(-5:5),side=2) #adds tick marks to left side (side=2)   

text(0,1,"R")  places text at that location inside graph

text(0,1,expression(theta))  places symbol in that location in the graph

pairs(x) #matrix of scatterplots useful in exploratory work called by chart.Correlation of
PerformanceAnalytics package

chart.Correlation(cbind(EBP,UnemR)) #does a nice scatterplot plus histograms and correl. Coeff I 4 quadrants
If x is time series defined by 

x=ts(AirPassengers,start=1949, frequency=12)  #monthly data already in R

   deltat(x) give the time interval, frequency(x) extracts the frequency of a time series

  start(x) extracts the starting time and  end(x) extracts the ending time

plot(x) #does everything.

tsp(x) #prints the time series properties of x.  These can be given to a new series

xby=x/y; tsp(xby)=tsp(x)

How to place a legend or Text inside a white space inside a graph?

myloc=locator(1)  #Now move the cursor to the plot area, you will see a plus sign

Now Left-click on the spot where u want legend to appear with coordinates x=myloc$x, y=myloc$y.  These will be used in the legend command.

nam=c("name1", "name2", "name3")

legend(x=myloc$x,y=myloc$y,legend=nam, lty=c(1:3))

lty means line type lwd means line width lwd=2 draws very thick line

lwd=1.5  seems to be a good size of the plotted lines.

plot(runif(10), lty=1, type="l", lwd=2)# draws thick lines

#type="n" means no plot, "o" for overplotted lines and points, "b" also #both, "h" for histograms, "s" for stairs.  For example,

Also remember to use table and unique functions in R

plotting matrix (plot matrix) use "matplot" or "matlines" functions of R
set.seed(32);y=runif(20);x=runif(20);z=runif(20)

matplot(cbind(y,x,z), typ="b", pch=c("y","x","z"))#helps identify lines

Y #some time series data
library(meboot);Y_boot_orig <- meboot(Y,trim=0,reps=999)$ensemble

m1 <- min(Y,Y_boot_orig)
M1 <- max(Y,Y_boot_orig)
plot(Y, type="n",ylim=c(m1,M1))
matlines(Y_boot_orig, col="lightblue")
lines(Y,lwd=2)
title(main="meboot applied to original positive time series", cex=0.8)
preplot()Compute an object to be used for plots relating to the given model object

abline(reg1) draws as much of the line as will fit in the plot region, use lines(x,y) to draw shorter lines where x and y have 2 coordinates  

  BOTH x coordinates and BOTH y coordinates are expected (strange)

  They are not coordinates of the two points joined.

segments(x0, y0, x1, y1) where x0, y0=coordinates of points from which to draw

x1, y1=coordinates of points to which to draw

segments is for disconnected line segments in a plot

points is a generic function to draw a sequence of points at the specified coordinates.

Example of Legend for a likelihood graph  xlab=Label on x axis  etc

help(legend) has details

theta <- seq ( 0, .2, length=100 )

lik <- dbeta ( theta, 9, 138 )

lik.mar <- dnorm ( theta, 8/145,

sqrt((8*(137/145)^2 + 137*(8/145)^2)/145)/sqrt(145) )

lik <- lik/max(lik)

lik.mar <- lik.mar/max(lik.mar)

matplot ( theta, cbind(lik,lik.mar), xlab=expression(mu),

ylab="likelihood", type="l", lty=c(2,1), col=1 )  

#plot type="l" which is el in quotes means line plot useful for time series

#type help(text) to understand the full power of R in plotting symbols

legend ( .1, 1, c("marginal", "exact"), lty=c(1,2) )

# lty=1,2 means solid and dashed line types respectively for marginal and exact

# the .1,1 gives the values of x and y where you want the legend to appear

bty="n"  means no Box around the legend.  Good idea

main=c("sample size", n)  #will plot the title on two lines  It is better to use main=paste("sample size = ", n, sep="")

You can get Greek symbols in plots by using the `substitute' function. For

example, the main heading of plot can have

plot(x,y, main=substitute(y==Psi*zeta-sum(beta^2,gamma)))#, where == shows as single =

upper case Greek name Psi shows that Greek letter in upper case.  The comma makes

the gamma go under the summation symbol and so on.  A little trial and error may be good.

You can get lines to show in plots use type="l" in the plot command as below.

xx=c(4,12,36,20,8)  #time series of profits in 5 years

win.graph(width = 7, height = 7, pointsize = 12)

plot(xx,type="l",lty=1,main="Observed Series",cex.main=1.3,xlab="t", ylab="Profits")#cex is character size in line spacings, mex=in margins

# above provides a time series plot with full control of labels, 

#headings  main="  " for title,  

# sub=".." for subtitle which appears at the bottom of graph, etc

#if xsim is a matrix with first column of original xx data and

#second column with simulated data the following will add 

#a line to above plot

points(xsim1[,2],type="l",lty=3)

a=runif(5,min=1,max=2)

xx1=xx+a

points(xx1, type="l",lty=2) #wiil draw more lines

type="b" is for both lines and points, type="h" for histograms

type="s" is for staircase plot horizontal first then vertical

type="S" upper case s goes vertical first then horizontal staircase.

https://www.simple-talk.com/content/article.aspx?article=2271
Useful in plotting empirical cumulative distribution functions:

plot(x <- sort(rnorm(47)), type = "s", main = "plot(x, type = \"s\")")

Of course it may be better to simply use ecdf function of R

res1=resid(reg1);ecdres=ecdf(res1);quantile(ecdres,0.05)
plot(ecdres, verticals= TRUE, do.p = FALSE, main="ecdf of residuals")

points(x, cex = .5, col = "dark red") #cex is circles at points of size

xlim: option to set the x limits (x1,x2) of the plot on horizontal axis. ie, plot grid setting
ylim: option to set the y limits ylim=c(y1,y2) of the plot on vertical axis.

tail(sort.int(res1)) # will give an ordering of residuals and identify the largest few

#re examine the data points leading to large residuals?

To draw color lines in graphs  color plots  

help(matplot) for plotting entire matrix columns

mynum=as.character(1:5)

# mynum

#[1] "1" "2" "3" "4" "5"

x=2.0000001;x;  gives 2 not 2.000001

> x==2  correctly give [1] FALSE

> as.character(x)  # a good way to know what x really is
[1] "2.0000001"
 matplot(mydata,type="b",pch=mynum,ylim=c(0.8,1.4),xlim=c(0.85,5))

#note that it is not xmin or ymin

#in the above line b means both points and characters  pch=plot character

pch=letters will have all small letters in sequence on the lines and looks great

and easy to identify even if printed without color.

see trellis under package panel for lots of plots together

par(mfrow=c(3,1)) will plot 3 plots in one,  good for multiple plots many plots

par(err=-1) will  not send lines out of bounds message

layout(matrix(1:4, nrow = 2, ncol = 2)) #will plot 4 figures in 2 rows and 2 COLUMNS

points(xsim1[,2],type="l",lty=3, col=2) #col = "dark red" also works

grid() #places a grid to locate individual

#IN any plot main="first row of title\nSecond row of title" prints many

# lines in the heading of the plot  \ and n means new line

Plot Title with Greek math symbols  do not use \beta like latex
title(expression(paste("Regression : ",beta[0], "= -17.5, ", beta[1], "= -3.93")))
Onelarge plot on left and two on right

layout(matrix(c(1,1,2,3), ncol=2))
plot(cars, las=1)#las=1 makes axis labels parallel to x axis,
#las=2 parallel to y axis
hist(cars[,1], main="Speed histogram", xlab="Speed")
hist(cars[,2], main="Distance histogram", xlab="Distance")
One large plot at bottom
layout(matrix(c(1,2,3,3), 2, 2, byrow = TRUE))

plot(Sepal.Length, Sepal.Width, col='skyblue', pch=1)

title("Sepal.Length vs Sepal.Width")

plot(Sepal.Length, Petal.Length, col='magenta', pch=2)

title("Sepal.Length vs Petal.Length")

plot(Sepal.Length, Petal.Width, col='red', pch=3)

title("Sepal.Length vs Petal.Width")

rug(x) #adds tick marks at the assigned values of x

arrows(40,15, 50,20)  #will draw an arrow from (40,15) to (50,20) coordinate locations

text(40,15,"Hi") #adds the text "Hi" at the indicated (40,15) location in the plot

following lines create a barplot from random numbers from Poisson =5 case.

tN <- table(Ni <- rpois(100, lambda=5))#table creates contingency table

r <- barplot(tN, col=rainbow(20))  #this has rainbow of colors

barplot(table(two.var,factor.var),beside=T, space=c(0,1)) #example on s-news

x=seq(0,5,by=0.01)

plot(x,5/x, typ="l", main="Rectangular Hyperbola", ylab="a / x")

lines(x, 2/x); lines(x, 3/x); lines(x, 7/x); lines(x, 9/x) #draws indifference curves in R

Following creates a table of x values and binomial frequencies

set.seed(331);table(x =rbinom(prob=0.3,size=4,n=9))

#x =0 1 2 3 number of successes, corresponding frequencies are 3 2 2 2 

a <- rep(c(NA, 1/0:3), 10) #1/0 is infinity

table(a)#this tabulates 4 possible values of a and their frequency

#TABLE function produces frequency table

#0.333333333333333               0.5                 1               Inf 

#               10                10                10                10 

x=1:10; ifelse( x<5, 0,1)  gives a split or cut into two sets: 0 0 0 0 1 1 1 1 1 1

x = 1: 4 
 for (i in x) { 
     if (i == 2){ 
         next}  #skips the value i=2 by using next}
     print(i)
 }
A break statement is used in a loop to stop the iterations and flow the control outside of the loop. x = 1:10 
 for (i in x){ 
     if (i == 2){ 
         break 
     }
     print(i)
 }

Using with() and cut() function (making 4 classes) to make cross tabulation of data. 

sc_sim <- simulation()

tab <- xtabs(power ~ intensity + test + angle + timing, data = sc_sim)

ftable(tab, row.vars = c("angle", "timing", "test"), col.vars = "intensity")

xtabs(~df$col1 + df$col2)returns a frequency table with col1 as the rows and col2 as the columns.
library("lattice")

xyplot(power ~ intensity | angle + timing, groups = ~ test,

data = sc_sim, type = "b")

library(lattice); # Plots scatter with regression line
xyplot(Temp ~ Solar.R,   data = airquality,   type = c("p", "r"))

# type p means points and r means regression line. We want both here.
#option g=grid, a= panel average useful for interaction plots

#option "smooth"’ adds a loess fit ( ‘panel.loess’).  ‘"spline"’ adds a cubic smoothing spline fit
Tukey Smoothers  default is 3RS3R   demo(smooth) will explain
smooth(x, kind = c("3RS3R", "3RSS", "3RSR", "3R", "3", "S"),

       twiceit = FALSE, endrule = "Tukey", do.ends = FALSE)
If different types involved, e.g. typ=c("a","b","z") is an argument

then begin with the statement

typ=match.arg(typ)#otherwise error=object typ not found

aplpack package `slider.smooth.plot.ts(x,c("3RS3R", "3RSS", "3RSR", "3R", "3", "S"), runs through all Tukey smoothers (moving medians etc)
library(GrapheR)package for beginners to R graphics
data(iris)
run.GrapheR()
The following URL has useful graphing tips

http://teachpress.environmentalinformatics-marburg.de/2013/07/creating-publication-quality-graphs-in-r-7/
and
http://www.statmethods.net/advgraphs/index.html
Create a contingency table (optionally a sparse matrix) from cross-classifying factors, usually contained in a data frame, using a formula interface. 

ftable() means flat table.

ftable(Titanic, row.vars = 1:2, col.vars = "Survived")

attach(airquality)

quantile(Temp)

#  0%  25%  50%  75% 100% 

#  56   72   79   85   97 

with(airquality, table(cut(Temp, quantile(Temp)), Month))

#         Month

#           5  6  7  8  9

#  (56,72] 24  3  0  1 10

#  (72,79]  5 15  2  9 10

#  (79,85]  1  7 19  7  5

#  (85,97]  0  5 10 14  5

with(data, expr, ...)#Evaluate an R expression in an environment constructed from data

within(data, expr, ...)#is more like transform allows data frame manipulations rather efficiently without using dollar symbols etc.
mydata <- data.frame(x = 1:5)

 mydata.new <- within(mydata, {

              x2 <- x  ^ 2

               x2 <- x2 + 100

               } )

mydata.new

Arguments

args(pt)#gives the arguments of an R function for cumulative probability of t distribution
in package called graphics

library(graphics); 

text(x,y,"mytext") #gives text in plot at the coordinate location x, y

mtext("mytext",side=4) #gives text in margins of plot with side choices (1=bottom, 2=left, 3=top, 4=right)

Given data in x vector a normal Q-Q plot is given by qqnorm(x). This plots ordered values of x against corresponding quantiles of standard normal N(0,1) variable. The generic function ppoints(x) gives ordinates for probability plotting.

Pie Chart: try following:  x=1:5; pie(x)

library(ISLR)#  baseball hitters salaries etc 1987-88 data

h1=hist(Hitters$HmRun);h1

pie(h1$counts)

names(h1$counts)=h1$breaks[1:8]

pie(h1$counts); title("Baseball Hitter Home Run counts")
library(plotrix)# this allows 3D pie charts

pie3D(h1$counts, theta=pi/3)
count.overplot(x,y) {package=plotrix} useful to avoaid clutter shows 5 if there are five overlapping points.  Similarly use sizeplot(x, y) to adjust the size of dots
Empirical cdf (cumulative distribution function)

set.seed(345);x=rnorm(50);n=length(x);

plot(sort(x),(1:n)/n,type="s",ylim=c(0,1),xlim=c(-3,3))

# above for normal dist example of ecdf plot

help(ecdf) #will give details on computing and plotting

plot.ecdf(rbinom(24,prob=.4, size=5))  #for random binomial

The package called Hmisc plots the ecdf for x a vector of values (upper case E)

x <- rnorm(30)  #following is code for ecdf of Normal density

F10 <- ecdf(x)

plot(F10, verticals= TRUE, do.p = FALSE, lwd=2)

curve(pnorm, from=-5, to=5, add=TRUE, col="gray70")

rug(x)

pch=plotting character  if pch=2 then it is triangle.

function examples  

plot(x,y,pch=2)

Even if no argument we need to have ()  e.g.  lm()

Arguments can be positional, named or mixed

plot(x, y, log = "y")  #gives a plot with vertical y axis in log scale

Image is a function in R to plot color image.  Try the following line:

yy=seq(-3,3,0.2); xx=yy;  zz=outer(xx,yy);  

image(xx,yy,zz, zlim=c(-5,5))

How to draw more than one plot and save in the computer?

One way to display several graphics at a time is using the option mfrow as follows. The option 'mar' refers to margin in the sequence: bottom, left, up, and right. Try this:

par(mfrow=c(2,2), mar=c(4,4,4,4)) 

plot(AirPassengers); plot(log(AirPassengers)) 

plot(diff(AirPassengers)); plot(diff(AirPassengers, lag=12)) 

https://bbc.github.io/rcookbook/
describes how BBC uses R to make attractive charts

Sometimes it is useful to represent more than one time series in the same plot by means of ts.plot: 

a <- ts( matrix(runif(50), ncol=5) ) #ncol means number of columns

#WARNING R is too smart and recycles the numbers till matrix is fully created

matrix(1:6, ncol=5) # Last two columns are repeats of first two

#[1,]    1    3    5    1    3

#[2,]    2    4    6    2    4

ts.plot(a[,c(1,2,3)], col=1:3) #choose colors for lines

ts.plot(a, col=1:5) 

If you want to export some graphic while a loop (for instance while()) is running you can save graphics at a particular point of the loop as: 

plot( data-object )  

dev.copy2eps(file="file-name", device=X11) 

To manually save plots from many plots in a loop just use 

par(ask=T) 

#before the plots. Then R will pause and Wait for user to press return

# this will confirm page change... and R will go to the next graph

# this gives the opportunity to save a plot as bitmat, copy to MS word etc.

plot(reg1) creates 4 plots.  Type help(plot.lm) to get details and choices out of 6 possibilities. Six plots (selectable by which) are currently available: 1=a plot of residuals against fitted values, 2=a Scale-Location plot of sqrt{| residuals |} against fitted values, 3=a Normal Q-Q plot, 4=a plot of Cook's distances versus row labels, 5=a plot of residuals against leverages, and 6=a plot of Cook's distances against leverage/(1-leverage). By default, the first three and 5 are provided.

To save them all in a pdf file use following

VAR from package vars also creates many residual plots for each VAR

only way to save them is in a file by using the pdf function

pdf(file="c:/temp/myplot.pdf")

plot(var.2c)

#Hit <Return> to see next plot: 

#Hit <Return> to see next plot: 

#Hit <Return> to see next plot: 

dev.off()  #this is a very important command at the end of the plot

3 dimensional (3d) scatter plots are much fun and so easy in R

#try the following example

sales=c(350, 460, 350, 430, 350, 380, 430, 470, 450, 490, 340, 300, 440, 450, 300)

# apple pie sales

price=c(5.5, 7.5, 8.0, 8.0, 6.8, 7.5, 4.5, 6.4, 7.0, 5.0, 7.2, 7.9, 5.9, 5.0, 7.0)

#price charged

ad=c(3.3, 3.3, 3.0, 4.5, 3.0, 4.0, 3.0, 3.7, 3.5, 4.0, 3.5, 3.2, 4.0, 3.5, 2.7)

#advertising expenses

library(rgl);library(Rcmdr)  #be sure to download libraries from CRAN

scatter3d(ad,sales,price)

#once you get the plot, Left click, hold and rotate to see different

#perspectives.  eg Law of Demand, sales go down as price goes up

 y=sort(runif(10,min=10,max=30))

 x=sort(runif(10,min=10,max=30))

f=function(x,y){3*(x^.5)*(y^0.5)}

z=outer(x,y,f)

persp(x,y,z) #plots the cobb Douglas like surface

A great site for all kinds of R graphics is 

http://addictedtor.free.fr/graphiques/index.php

z <- 2 * volcano        # Exaggerate the relief

x <- 10 * (1:nrow(z))   # 10 meter spacing (S to N)

y <- 10 * (1:ncol(z))   # 10 meter spacing (E to W)

par(mar=rep(.5,4))

persp(x, y, z, theta = 120, phi = 15, scale = FALSE, axes = FALSE)

draws a nice perspective plot of Maunga Whau (Mt Eden) in Aukland

Following snippet will create a graph in pdf file This is better than bitmaps

pdf(file="c:/temp/myplot.pdf", width=6.25, height=6, family="Times",

pointsize=12)

layout(matrix(1:3, nrow = 3, ncol = 1))

x=runif(12,min=4,max=6)

ts.plot(x, main="plot 1")

 x2=runif(12,min=4,max=6)

ts.plot(x2, main="plot 2")

 x3=runif(12,min=4,max=6)

ts.plot(x3, main="plot 3")

dev.off()  #this is a very important command at the end of the plot

A simpler way to save graph as a pdf file is to click on the graph

then go to file menu of R and select save as…..  There is pdf option!

http://sites.google.com/site/indexplot/  has stock market graphics

http://www.stat.auckland.ac.nz/%7Epaul/RGraphics/rgraphics.html
has info about R Graphics book by Paul Murrell  It is also a package called Rgraphics

It is not that useful to me at this point.  above link has R code for certain types of plots.

Another package called graph does cluster graphs etc.  But I do not see need for it.

Package MASS has function eqscplot((x, y) for plotting so that x and y axes have same scale

stars(function in graphics package) draws star plots or segment diagrams of a multivariate data set. With one single location, also draws ‘spider’ (or ‘radar’) plots. Try their motor Trend data and plots for sports cars!

stars(mtcars[, 1:7], key.loc = c(14, 2),

    main = "Motor Trend Cars : stars(*, full = F)", full = FALSE)

Ch. 5 UNDERGRADUATE STATISTICS

5.1  The Mean, Median and MODE of data  by using R

mean(x, trim = 0, na.rm = FALSE)# set na.rm=TRUE to remove missing data

x=c(3,6,9,11,-1,33,207,20);mean(x)#gives 36

The mean function in R is powerful.  It computes trimmed mean!

mean(x, trim=0.10) #computes trimmed mean after trimming 10% of data

For the above example it is still 36, but 20% trimming changes it to 13.667

Also, the mean in R removes missing data denoted as NA "NA=not available".

x=c(3,6,9,11,-1,33,NA, 207,20);mean(x)# says mean is NA

mean(x, na.rm = TRUE)# set na.rm=TRUE to remove missing data

median(x); median(x, na.rm = TRUE)#similar to the mean function

Unfortunately, mode function is different in R

mode(x) gives the storage mode in R not descriptive statistics "mode"

We need to copy and paste the following two lines in R and use

the newly defined function called "samMode" or use the following one-line code:
names(sort(-table(x)))[1]

where table(x) creates a table of the frequencies of each value of x,

multipling by -1 and sorting puts the largest frequency first, and

names()[1] extracts the name of the first element, which is the sample

mode (converted to a string). 
Now the function samMode is in two parts. First the function

saMode is defined which is then called by the function samMode

saMode=function(x){(function(x) #from s-news by Bill Venables

as.numeric(names(x[x==max(x)])))(table(x))}; ###function ends

# problem with saMode is that it gives wrong answer when

#all values are distinct say 1:7, then correct mode is none or NA

#following function fixes that problem

samMode= function(x){

xmode=saMode(x)

if (length(xmode)==length(x)) xmode=NA

return(xmode)}

#example set.seed(2);x= sample(1:10, 15, repl=TRUE)
#samMode(x) #gives correct answer 2
#samMode(1:7) #correct answer is no mode or NA

#y=c(x,6); samMode(y) #this should be (2, 6)

table(x) also does the tabulation for finding the mode
5.2 The percentiles of data in elementary statistics using quantile(x).

Let us begin with an example and sorting the x data.

 x=c(3,6,9,11,-1,33,NA, 207,20);sort(x)

#[1]  -1   3   6   9  11  20  33 207 

The sort function sorts the numbers from the smallest to largest.

Note that sort simply ignores the NA without explicit  na.rm=TRUE

There are 9 methods of defining quantiles (percentiles with proportion instead of percentages)  Type "?quantile" to get the details.  You must specify the proportion to the left and the type is implicitly assumed to be type=7 if not specified.  For example,

quantile(x, 0.25, type=6)#gives the first quartile Q1 defined

#as in elementary stats hand calculations.  

typ=1 to 3 are for discrete data,  typ=4 to 9 are for continuous data
quantile(x, na.rm=TRUE)#if No proportion is specified, R gives 5 values

#    0%    25%    50%    75%   100% 

#  -1.00   5.25  10.00  23.25 207.00 

for (i in 1:9){print(quantile(x, type=i, na.rm = TRUE))}

#you can see the difference among the nine types of quantiles by typing above line.

#Hyndman and Fan (1996) recommend type 8. median unbiased and distribution free

Confidence Intervals on quantiles The Hettmansperger and Sheather (1986)  and Nyblom (1992) method, respectively, provide very good coverage close to the nominal level. The method is fast to compute, available through the quantileCI package and would be our recommendation to use in practice.
5.3 Tukey's five number summary by using fivenum(x) of R

x=c(3,6,9,11,-1,33,NA, 207,20)#this has 8 items, 8 is an even number.

fivenum(x) #gives Tukey's five number summary 

Five numbers are: min, Q1, median, Q3, max 

When length(x)=8, as above in above x is an even number, the "fivenum" function uses quantile of type=5 implicitly (not too accurate). But when odd numbered items are present in the data, fivenum function uses implicit quantile type=7 (more accurate)

fivenum(x)#note that na.rm=TRUE was not explicitly needed here.

#[1]  -1.0   4.5  10.0  26.5 207.0

quantile(x, na.rm=TRUE, type=5)# when number of items =8 is even

#   0%   25%   50%   75%  100% 

# -1.0   4.5  10.0  26.5 207.0 

y=c(6,9,11,-1,33,NA, 207,20)#this has 7 items, 7 is an odd number.

fivenum(y) 

#[1]  -1.0   7.5  11.0  26.5 207.0

 quantile(y, na.rm=TRUE, type=7)

#   0%   25%   50%   75%  100% 

# -1.0   7.5  11.0  26.5 207.0 

5.4  Variance, standard deviation and mean absolute deviation.

x=c(3,6,9,11,-1,33,NA, 207,20)#  NA is present 

which(is.na(x)) #7 means NA is in seventh location

which(x==min(x))# which value is the minimum in an array

var(x, na.rm=TRUE) #computes sample variance despite NAs

sd(x, na.rm=TRUE) #computes sample standard deviation despite NAs

xbar=mean(x, na.rm=TRUE) ;xbar #the mean

da4=da3[!is.na(da3)] #a good way to create data removing NAs

dev=x[!is.na(x)]-xbar;dev #deviations from the mean

sum(dev)#sum of deviations from mean should be zero

sum(dev^2)#sum of squared deviations from the mean

n=length(x) #gives the n with all data including NA.  This is wrong

y=x[!is.na(x)] #creates a vector y after removing NAs  

#where [] does subsetting in R and where ! mean NO or negation.

n=length(x[!is.na(x)])#relevant sample size after removing NAs

sigma squared=Population variance = (sum of squared deviations from the mean)/N

In R the denominator is always (n-1)  and not N. So if you want population variance

an adjustment needs to be made to the denominator. To this end, define:

n=length(x[!is.na(x)])#this is the relevant sample size

pop.var=var(x, na.rm=TRUE)*((n-1) / n) #this fixes the denominator

pop.var #this then is the population variance or sigma squared.

#mean absolute deviation from mean 

mad(x, na.rm=TRUE, center=mean(x,na.rm=TRUE)) 

#mean absolute deviation from median 

mad(x, na.rm=TRUE)

x=read.table("clipboard"); attach(x); #Hawkes lessons
mid=(V1+V2)/2; mid; sum(f*mid); sum(V3*mid); sum(V3*mid*mid)
5.5 BoxPlots and Histograms

boxplot(x) # is a command from a package called "graphics" always available in R.

x=c(3,6,9,11,-1,33,NA, 207,20)#  NO NA here

library(hdrcde)#install hdrcde package, Bring into memory this way.

hdr.den using kernel density is perhaps more meaningful than box plots.

hdr.boxplot(x)#gives one dimensional boxplot using hdrcde package

hdr.boxplot.2d(x,y) #gives two dimensional highest density regions 

#in a 2-dimensional box plot 

hdr.den(var4) #plots using Jx1 array var4 containing values at risk

Bivariate Density (joint density) 3D plot
library(sparr)#define 
cb2=cbind(x,y);xr1=min(x);xr2=max(x)

yr1=min(y);yr2=max(y)

bd=bivariate.density(data=cb2,xrange=c(xr1,xr2), yrange=c(yr1,yr2), pilotH=1.4)

plot(bd, display="persp", phi = 30, theta = -30,  ticktype = "detailed", xlab="X", ylab="Y")

 title("Bivariate density X and Y")

hist(x, breaks=3) #  type help(hist) to get details

par(bg="cornsilk") #background color for graph

set.seed(432)

x <- rnorm(1000) 

hist(x, xlim=range(-4, 4, x), col="lavender", main="") 

title(main="1000 Normal Random Variates", font.main=3) 

rug(x) #adds tick marks at the assigned values of x

To get chosen tick marks, copy and paste the following lines to R:

x=c(23, 40, 46, 51, 52, 54, 63,  82, 92, 98) 

#note: I changed 50 to 51 to get a cleaner software illustration.

hist(x, breaks=c(-10, 20, 50, 80, 110, 140),main="Histogram and Polygon 23, 40, 46, 51, 52, 54, 63,  82, 92, 98",xlab="measurements", axes=FALSE)

tik=seq(-10,140,by=15)#define location of tick marks

axis(1,tik,tik)#first tik for location, second for labels

#axis(1...) is for x axis and axis(2,...) is for y axis

axis(2, 0:4, 0:4)

axis(2,pos=c(5,0)) #draws vertical axis at position x=5,y=0  (vertical axes)
 # now join consecutive midpoints to get polygon

lines(x=c(5,35),y=c(0,3))

lines(x=c(35,65),y=c(3,4))

lines(x=c(65,95),y=c(4,3))

lines(x=c(95,125),y=c(3,0))

#will draw a frequency polygon on top of a frequency histogram.

#For complete freedom to choose user defined coordinates and ticks: par(usr=c(xlo,xhi,ylo,yhi)); axis(3)

arrows(40,15, 50,20)  #will draw an arrow from (40,15) to (50,20)

#as the specified coordinate locations

text(40,15,"Hi") #adds the text "Hi" at the indicated (40,15) location in the plot

plot(c(1,9), 1:2, type="n")

polygon(1:9, c(2,1,2,1,NA,2,1,2,1),

        density=c(10, 20), angle=c(-45, 45))

bxp command from the same graphics package does all kinds of box plots including notched box plots

#code for Notched Box plot

par(bg="cornsilk")

n <- 10

g <- gl(n, 100, n*100)  #gl means generate levels

x <- rnorm(n*100) + sqrt(as.numeric(g))

boxplot(split(x,g), col="lavender", notch=TRUE)

title(main="Notched Boxplots", xlab="Group", font.main=4, font.lab=1)

If you want the quotation symbol " itself to appear in the plot title, then use the backslash before the symbol. For example use: \" this thing in quotes in my title \" 

Is it possible to get boxplot to plot different quantiles (new values) than the usual?  here is how:

temp=boxplot(arguments, plot=F) #use all the arguments you want

temp$stats=(your new values)

help(bxp); help(boxplot); box(temp)

summary(x)#gives following descriptive stats using the names

#gives "Min."    "1st Qu." "Median"  "Mean"    "3rd Qu." "Max."  

To force the title to be on one line only use paste, for example:

paste("Help Wanted Index:",nam[i],sep=" ")
To extract any of these stats for further use (e.g. to find interquartile range) as objects use

sux=summary(x); sux[sux="1st Qu."]#extracts the first quartile

library(fBasics)  #need to load a package called fBasics

basicStats(y)  #gives mean, median, quartiles,etc descriptive stats

yb= basicStats(y) #defines an object yb for basic stats of y data

suppose y has 9 columns, we want 7th to have 2 digits rounded and all others rounded to zero, define a vector dig of length 10 (first one is for row names).  rep means repeat. Most journals want only the first 8 rows of the output of basicStats. Nice Latex printing of basic stats then is done as follows.
   dig=c(rep(0,8),2,0)
   xtable(yb[1:8,], digits=dig)
yb$z[5] #extracts first quartile=Q1

yb$z[6] #extracts third quartile=Q3

iqr= yb$z[6]- yb$z[5] #interquartile range

#for standard normal, iqr=2*qnorm(.75)or 1.348980 standard deviations

outlier.low= yb$z[5]-1.5*iqr

outlier.up= yb$z[6]+1.5*iqr  #see also outliers package in R

yb$z[15] #extracts Skewness

yb$z[16] #extracts kurtosis

#kurtosis(): returns value of kurtosis (package=fBasics)

#skewness(): returns value of skewness (fBasics)

colStats(x,FUN=median)# will return medians of each column of x

colStats(x,FUN=length)# will return length of each column of x

#FUN=sd for standard deviations of columns fails, just use sd(x)

#colStats is like meanc in GAUSS language does not any library

#gives skewness kurtosis also, dos not need "FUN=" either.

mad(x) # Mean Absolute Deviations from the median

mad(x,center=mean(x,na.rm=TRUE),na.rm=TRUE) 

#mean of absolute deviations from mean

xb=mean(x, na.rm=TRUE); mean(abs(x-xb),na.rm=TRUE); 

#mean of absolute deviations from mean

set.seed(345);ttt= sample(1:10, 15, repl=T)

ttt # 3  3  4  7  5  9  4  9  5  1  3 10  2  7 10

subsetting:

ttt[ttt>8 & ttt<10] #lists those in the open interval (8,10).

[1] 9 9

which(ttt>8 & ttt<10)#gives locations inside vector

[1] 6 8

#BEGIN OUTLIER DETECTION FUNCTION

#following function (about 30-lines of code) automatically computes outliers

get.outliers = function(x) {

#function to compute the number of outliers automatically

#author H. D. Vinod, Fordham university, New York, 24 March, 2006

x2=x[!is.na(x)]

su=summary(x2)

if (ncol(as.matrix(x))>1) {print("Error: input to get.outliers function has 2 or more columns")

return(0)}

iqr=su[5]-su[2]

dn=su[2]-1.5*iqr

up=su[5]+1.5*iqr

LO=which(x2<dn)#vector of values below the lower limit

nLO=length(LO)

UP=which(x2>up)

nUP=length(UP)

print(c(" Q1-1.5*(inter quartile range)=",

as.vector(dn),"number of outliers below it are=",as.vector(nLO)),quote=F)

if (nLO>0){

print(c("Actual values below the lower limit are:", x2[LO]),quote=F)}

print(c(" Q3+1.5*(inter quartile range)=",

as.vector(up)," number of outliers above it are=",as.vector(nUP)),quote=F)

if (nUP>0){

print(c("Actual values above the upper limit are:", x2[UP]),quote=F)}

noquote("print without quotation marks")

list(below=LO,nLO=nLO,above=UP,nUP=nUP,low.lim=dn,up.lim=up)}

#xx=get.outliers(x)

function boxplot.stats, which, amongst other things, lists
the outliers.

> x <- c(1:10, 20, 30,-30)

> boxplot.stats(x)$out

[1]  20  30 -30 boxplot.stats(x)$conf

[1] 3.370721 8.629279
The two ‘hinges’ are versions of the first and third quartile, i.e., close to quantile(x, c(1,3)/4). The hinges equal the quartiles for odd n (where n <- length(x)) and differ for even n. Whereas the quartiles only equal observations for n %% 4 == 1 (n = 1 mod 4), the hinges do so additionally for n %% 4 == 2 (n = 2 mod 4), and are in the middle of two observations otherwise. 

The notches (if requested) extend to +/-1.58 IQR/sqrt(n). This seems to be based on the same calculations as the formula with 1.57 in Chambers et al. (1983, p. 62), given in McGill et al. (1978, p. 16). They are based on asymptotic normality of the median and roughly equal sample sizes for the two medians being compared, and are said to be rather insensitive to the underlying distributions of the samples. The idea appears to be to give roughly a 95% confidence interval for the difference in two medians. 

	conf
	the lower and upper extremes of the ‘notch’ (if(do.conf)). 


The box-and-whisker method fails when data are distributed skewly, as in an exponential or log-normal distribution for example. In that case one can attempt to transform the data, for example with a logarithm or square root transformation. Another option is to use a method that takes the skewness into account. Here, 𝑟 is a user-defined reference value and 𝑥∗ is usually the median observation, although

other measures of centrality may be chosen.   x* is usually the median below

h(x)=max( x/x*, x*/x) > or = r, where is a reference value.  applies only if all x are positive.
hboutlier <- function(x,r){

x <- x[is.finite(x)]

stopifnot(

length(x) > 0

, all(x>0)

)

xref <- median(x)

if (xref <= sqrt(.Machine$double.eps))

warning("Reference value close to zero: results may be inaccurate")

pmax(x/xref, xref/x) > r

}

returns a logical vector indicating which elements of 𝑥>0 are outliers.
isTRUE(all.equal(1:3, c(1, 2.5, 3))) # [1] FALSE 
isTRUE(all.equal(1:3, c(1, 2, 3))) # [1] TRUE 

Elementary Tests of Hypothesis

t-test (one sample)

x=c(1,4,5)  #defines a vector x

length(x)  #will give 3,  the number of items in the vector

t.test(x)  #runs the t test

x=c(1,3,5,6); y=c(3,6,9,11)

t.test(x,y)#  does testing of the difference of two means by using the t distribution

PASWR prob and stats with R package has tsum.test and zsum.test and tsum test when summary stats are arguments to the function

library(fBasics)

help(TwoSampleTests) # Two Sample Tests in fBasics package

Power of a test

In general, when the null hypothesis is false, it should be rejected. The power of a test is the probability of such rejection, given the alpha level of the test. 

For example, Chi-sq test statistic becomes noncentral Chi-sq in large samples when the null is false.  Hence to compute the power we have to first compute the non-centrality (which depends on unknown parameter) and then compute the power.

Following R function will compute the power of Chi-sq test, given the alpha level, degrees of freedom (df) and the noncentrality.

chi.power=function(alph,df,noncen){crit=qchisq(1-alph,df)

power=1-pchisq(crit,df,ncp=noncen);return(power)} #For example,

chi.power(0.05,10,noncen=1) #is 0.08198021

chi.power(0.05,10,noncen=10)#is larger 0.5424185 and =1 when noncen=100

x=seq(0,5,by=.5); plot(chi.power(0.05,10,x), typ="l")#plots power curve

#power of onesided t test works

t.power=function(alph,df,noncen){crit=qt(1-alph,df)

power=1-pt(crit,df,ncp=noncen);return(power)} #function ends here

x=seq(-5,5,by=.2); plot(x,t.power(0.05,10,x), typ="l")

#power of TWOesided t test  FOLLWINg is wrong

t2.power=function(alph,df,noncen){

al2=alph/2

crit=qt(1-al2,df)#e.g., qt(0.025,df=1000)= -1.962339 is positive 

#two sided test rejects on two sides Left and Right, 

#so we must add two probabilities in power computation

powerR=1-pt(crit,df,ncp=noncen)

#-pt(-crit,df,ncp=noncen,lower.tail=F)

return(power)}#function ends here

x=seq(-5,5,by=.2); plot(x,t2.power(0.05,10,x), typ="l")#plots 

#nice U-shaped curve as in Econometrics textbooks

e.g. Davidson-MacKinnon page 170

But probabilities are all wrong

library(fBasics) #    Utilities in "fUtilities" are moved to fBasics
old package     replacement pkgs 
 -----------     ---------------- 
 fUtilities      fBasics 
 fSeries         timeSeries 
 fCalendar       timeDate 
Type help command to get further info:

help(power.prop.test) # Power calculations two sample test for proportions

help(power.t.test) # Power calculations for one and two sample t  tests

simple question mark does the same thing!
x=c(1,3,5,6)

y=c(3,6,9,11)

cor.test(x,y)#  Test for Zero Correlation (rcorr for pairwise deletion of NAs). Pairwise deletion of common missing values done by using cor(x,y,use="complete.obs") also works
aa=airquality[complete.cases(airquality), ] #keep non-missing data rows
nrow(aa) #only 111 points out of 153 have complete data in all columns.
ok= complete.cases(x,y,z) 

cor(cbind(x[ok],y[ok],z[ok]) #triplet removing common NAs 

#t = 26.8468, df = 2, p-value = 0.001385

#alternative hypothesis: true correlation is not equal to 0 

#95 percent confidence interval: 0.9325297 0.9999725 

#sample estimates:cor 0.9986154 

pearson.test { package=nortest} Pearson chi-square normality test

Chi square χ2 test of goodness of fit (gof)

obs=c(2,4,3,5); expected=c(3.5,3.5,3.5,3.5);

csq=sum(((obs-expected)^2)/expected);csq 

chisq.test(obs) #gives (gof) test

chisq.test(obs)$expected  #prints the of expected values all =3.5 as above.

Chi square χ2 test of association for count data  is different from gof test.  

If x is input matrix of count data 

chisq.test(x)$expected  #prints the matrix of expected values.

fisher.test #has Fisher exact test for count data

simple.median.test(UsingR) where UsingR is the name of R package which has to be loaded by the library command, of course! Does simple sign test for median -- no ranks

ks.test(stats) Performs one or two sample Kolmogorov-Smirnov test of goodness of fit

 x <- rnorm(50);   y <- runif(30)

     # Do x and y come from the same distribution?

kst=     ks.test(x, y)

#extract the test statistic by kst$stat

t.test(mydata, mu=22)  #example of one-sample t test

Wilcoxon         Distribution of the Wilcoxon Rank Sum Statistic

pairwise.wilcox.test(stats)

wilcox.test Wilcoxon Rank Sum and Signed Rank (Mann-Whitney)Tests

prop.test  used for null on proportions

chisq.test  does chi-square test for goodness of fit or contingency tables.

Statistical Distributions

help(qnorm)     will give info on normal and all related disributions

Density, distribution function, quantile function and random

     generation for the normal distribution with mean equal to `mean'

     and standard deviation equal to `sd'.

rnorm(10,0,1) #  r prefix for random number generation

#will create 10 normal random numbers with mean zero and 

#standard deviation 1

rnorm(10) #also works to give standard normals

rnorm(10,100,2)  #also works

rnorm(10,mean=0,sd=1) #is more explicit.

x=seq(-4,4,.1);plot(x,dnorm(x),type="l")  #nice plot of normal density x=0:50; plot(x, dbinom(x,size=50,prob=0.33), type="h")#for binomial

random numbers need a seed or initial value.  Usually the seed is taken

from the system clock.  If you want to always generate the same random numbers,

do the following

set.seed(123)

x1=runif(10) #for uniform density it is runif, for normal it is rnorm

set.seed(123)

x2=runif(10)

x1==x2  #this logical equal means print the value of the logical 

#you should get the following response from R

# [1] TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE

# all true means that they are all equal.

There is an R function in base library called all to check if all are true. Given a set of logical vectors, are all of the values true? 

all(..., na.rm = FALSE)

Given a set of logical vectors, is at least one of the values true? 

any(..., na.rm = FALSE)

range returns a vector containing the minimum and maximum of all the given arguments.

range(x <- sort(round(stats::rnorm(10) - 1.2,1)))

if(any(x < 0)) cat("x contains negative values\n")

help(r-some-distribution)  will give info on all kinds of distributions

the prfix r is for random number generation from that density

just replace SOMETHING  by beta, binom, cauchy, exp  (for exponential), f for F density  Note that df is not degrees of freedom but density for F in R, gamma, geom( for geometric), hyper (for hypergeometric), lnorm (log normal), logis (for logistic) nbinom (negative binomial), pois (for Poisson), t for Student’s t, beta, chisq for chi squared (note rt is a function inR which creates the random numbers from t density not interest rates),  unif for uniform, weibull and wilcox for wilcoxon  

They all need distinct shape parameters.  Use help command to get details.

dlnorm  =density for lognormal

dlogis = density of logistic distribution

Fat Tailed or heavy tailed distribution is defined as: std. dev > IQR/1.35  where IQR=inter-quartile range e.g., if x=(3,5,7,9,2), then IQR(x) computes the iqr

Combinations  Binomial coefficinets are computed as choose(3,2)

> combn(1:3,2) #LISTS ALL possible combinations
     [,1] [,2] [,3]

[1,]    1    1    2

[2,]    2    3    3
factorial(3) #gives 3*2  

bin.coef=function(n,k) {exp(lgamma(n+1)-lgamma(k+1)-lgamma(n-k+1))}; bin.coef(5,3) #gives 10 as does choose(5,3)

Permutations: there is no ready-made function for this, but we can create it as

permute=function(n,r) factorial(n)/factorial(n-r)

Note that for simple one-liner functions R does not need curly braces, return etc. etc.

example:  permute(4,2) gives 12 as 4!/(4-2)!

Hypergeometric distribution:  see

     dhyper(x, m, n, k),  x= the number of white balls drawn without replacement from an urn which contains both black and white balls.   m= the number of white balls in the urn. n=the number of black balls in the urn.  k=the number of balls drawn from the urn. An example in Stat 1 texts has: 22 chips, 3 are tested.  Five of 22 are known to be contaminated: N=population=22, n=sample=3, k=largest number of successes=5  my.hyper=function(N,n,k,x){

px= (choose(k, x)* choose(N-k, n-x)) / choose(N, n)

return(px)}
example: > my.hyper(x=6:7,N=17,n=7,k=7)

[1] 3.599342e-03 5.141917e-05

>
How to map Hawkes Learning text notation to the R software dhyper notation?
my.dhyper=function(x, ourN,ourn,ourk){

m=ourk; n=ourN-ourk; k=ourn

out=dhyper(x,m=m,n=n,k=min(n,k))

return(out)}

 # example

my.dhyper(x=6:7,ourN=17,ourn=7,ourk=7)

[1] 3.599342e-03 5.141917e-05
prefix d is for the density.  dbinom(0:3, size=3, prob=.5)  gives binomial densities

 0.125 0.375 0.375 0.125,   they add up to 1

computing Poisson probabilities for x=0 to 5 rounded to 4 digits

> round(dpois(x=0:5,lambda=4),4)

[1] 0.0183 0.0733 0.1465 0.1954 0.1954 0.1563

dpp=round(dpois(x=0:5,lambda=4),4);filter(1:30,filter=dpp)#possion wt

P-Values (prob of observing as extreme or more extreme values than that of the observed statistic from various distributions)

P-value for the one and two tailed tests of a t statistic of 2.8 with 21 degrees of freedom would be, respectively

> 1-pt(2.8,21)

[1] 0.005364828

> 2*(1-pt(2.8,21))

[1] 0.01072966

p-value of 3.6 using an F(4, 43) distribution, we would use the command

> 1-pf(3.6,4,43)

[1] 0.01284459

package  called "UsingR"

has data on some fun things 

help(package=UsingR)  #note U is upper case

library(UsingR)

plot(HUMMER)

primes    prime numbers, 

BushApproval            U.S. President George Bush approval ratings

bumpers                 Bumper repair costs for various automobiles

Undergraduate level simple Regression using the "lm" command in R

library(tseries) #Load package tseries from CRAN, 

#It has data for illustration

help(NelPlo)  #gives info about the data set

data(NelPlo)

summary(NelPlo)

#following command regresses unemployment on CPI prices and velocity

#and places the results of regression in an object called reg1

reg1=lm(formula = unemp ~ cpi + vel, data=NelPlo)

names(reg1) #lists names useful for extraction

reg1$coef #extracts a vector of coefficients only (no SE or t-stats)

reg1$model

#extract matrix of all variables RHS and LHS

# no column of ones,regressors

summary(reg1)  #this prints the regression results

sur=summary(reg1) #give a name sur to the summary object

names(sur) #lists names useful for extraction with few characters

#coef name here for the summary object 

#means a whole p by 4 matrix of results

sur$coef  #extracts the p by 4 matrix if there are p regressors

#col.1 has coefficients,col.2=se, col.3=t values, col.4=P-values

sur$coef[,3] #extracts t values for further manipulation/ tabulation

sur$coef[,2] #extracts the standard errors of regression coefficients

sur$sigma #extracts Residual standard error  

      #its square is Residual Mean Square in ANOVA table

with(sur,coeff) #extracts coef matrix without using the dollar symbol.

with(sur,coefficients)[,"t value"]#extracts all t values only

lm(y~x+z, model=T) then the model frame is returned, the model matrix, lm(y~x+z, y=T)then the model frame is returned

lm(y~x+z, x=T)then the model matrix is returned  qr=T then the QR decomposition is returned.

library(car)

durbinWatsonTest(reg1, max.lag=4)  # prints DW statistic for up to 4 lags

#null is zero autocorrelation of various orders

dw=durbinWatsonTest(reg1, max.lag=4)

dw$dw #will extract them for further manipulation

dw$r  #extracts first four autocorrelation coeff for residuals

plot(reg1) #plots all kinds of regression residual plots

#including plots for Cook’s distance etc

opar <- par(mfrow = c(2, 2), oma = c(0, 0, 1.1, 0), mar = c(4.1, 4.1, 2.1, 1.1))

 plot(reg1) #plots them in separate 4 plots all on one page

# Interaction terms x:z in addition to x and z in lm(y~x+z+x:z)

# are simply created by 

reg1=lm(y~x*z)#avoiding extra typing

# lm(y~x:z) means regress y on x:z only the interaction term

resid(reg1) #prints the vector of residuals

predict(reg1) #prints predicted (fitted) values

plot(fitted(reg1), resid(reg1))  

 #Plots regression residuals on vertical axis and

 fitted values on horizontal 

#Graphical Check of goodness of overall fit

#Fixed axes sizes in R graphics

fity=fitted(reg1)

u=resid(lm(y~x))
bigx=cbind(1, x)#column of ones for intercept
u=qr.resid(qr(bigx), y) #gives same residuals
miny=min(y)

minfy=min(fity)

minboth=min(miny,minfy)

maxy=max(y)

maxfy=max(fity)

maxboth=max(maxy,maxfy)

plot(y,fity, main="Fig. 5: Fitted against Actual y", xlab="Actual Y", ylab="Fitted Y", xlim=c(minboth,maxboth), ylim=c(minboth,maxboth) )

lines(c(minboth,maxboth), c(minboth,maxboth))#correct 45 degree line

abline draws as much of the line as will fit in the plot region, use lines(x,y) draw shorter lines where x and y have 2 coordinates  segments() for disconnected line segments in a plot

library(car)

scatterplot(y,fity,main="Fig. 5: Fitted against Actual y", xlab="Actual Y", ylab="Fitted Y")# gives useful info about the fit

lines(c(min(y),max(y)), c(min(y),max(y)))#virtual 45 degree line

scatterplot(y~x, reset.par=FALSE)
if TRUE then plotting parameters are reset to their previous values when scatterplot exits; if FALSE then the mar and mfcol parameters are altered for the current plotting device. 

Set to FALSE if you want to add graphical elements (such as lines) to the plot.
# Right click on the plot and save as bitmap and then paste in Word

# or after the plot is created open the file menu and save as … whatever way u want.

aov(reg1)  #prints the analysis of variance of reg1 object 

anova(reg1)  #gives more details including F tests

an=anova(reg1)

names(an)

#[1] "Df"      "Sum Sq"  "Mean Sq" "F value" "Pr(>F)" 

an$"Sum Sq"  #extracts the sum of squares

an$Su  #extracts the same thing without the quotes

reg1=lm(formula = unemp ~ cpi + vel -1, data=NelPlo)

#The minus 1 in the list above forces the regression line through the origin.

The package is forgiving as to the spaces in the above command

There can be 2 3 4 spaces in between,  No problem.

If R prompts +  instead of the usual >

it means your command line is incomplete and you may need a ")"

If R keeps prompting +  click on stop to get the usual prompt >

Analysis of Variance regression on factors. One-way anova 3 salesmen

s1=c(10,14,13,12)  #first salesman sales  Hawkes text p.450

s2=c(11,16,14,15)

s3=c(11,13,12,15)

y=as.vector(rbind(s1,s2,s3))   #row binding

f=factor(rep(1:3,4))  #useful for panel data also

sort(f)

# [1] 1 1 1 1 2 2 2 2 3 3 3 3

aov(y~f)

summary(lm(y~f))  #regress on a factor, do not need to create dummy variables.

gl(9,1,36) # gives 1 to 9 repeated 4 times  

#gl=generate factors specify levels  useful for panel data

indiv=gl(6,12,labels=LETTERS[1:6])  #creates A,A,A 12 times B B B also 12 times etc.

set.seed(99);cost=sample(30:90, 72, replace=TRUE)

rev=sample(50:110, 72, replace=TRUE); month=rep(1:12,6)
df=data.frame(indiv,month,cost,rev);head(df);tail(df)

The function factor is used to encode a vector as a factor 

TukeyHSD computes Honest significant differences between means

manova=multivariate analysis of variance (with 2 or more dependent variables)

library(AER) #attach a package before using this command

data(CPS1988)#this command gets the huge data into the memory of R

summary(CPS1988)#huge data 28155 observations

reg1=lm(log(wage)~experience+I(experience^2)

  + education + ethnicity, data=da)

#shows that African ameicans get lower wage

summary(reg1)

interaction.plot(ethnicity,smsa, response=log(wage)) interaction.plot(ethnicity,region, response=log(wage))

interaction.plot(ethnicity,parttime, response=log(wage))

fit=aov(log(wage)~ ethnicity+region);summary(fit)#blocked by region

fit=aov(log(wage)~ ethnicity*region);summary(fit)#two way factorial

TukeyHSD(fit) # Tukey multiple comparisons of means

#    95% family-wise confidence level HSD=honestly signif differences

drop1(fit,~.,test="F") #anova with Single term deletions

Results in R are based on Type I Sum of Squares(SS). To obtain Type III SS, vary the order of variables in the model and rerun the analyses. For example, if A and B are factors, fit y~A*B for the TypeIII B effect and y~B*A for the Type III A effect. 

cv.lm <-mean(residuals(reg1)^2/(1-hatvalues(reg1))^2)

cv.lm  gives cross validation score of lm model . compare it to that of np regression printed

We want lower/lowest cv score
How to compute partial correlation coefficients in R?

Let there be a set of variables (x1, x2, x3, x4, …). The partial correlation coefficient is defined as the simple correlation coefficient between x1 and x2 after the LINEAR effect of all remaining variables in the set q={3,4,…} has been eliminated from both x1 and x2.  It is a mathematical fact that partial correlation coefficient equals the square root:

(r12.q) =sqrt(b12.q * b21.q), 

where  ( b21.q)  is the regression coefficient (for standardize the data without intercept) of the  regression coefficient of standardized x1 on standardized x2.  Similarly, 

(b21.q)  is the regression coefficient (for standardize the data without intercept) of the  regression coefficient of standardized x2 on standardized x1. 

For example, create an artificial example of x1 to x4 data in 4 columns of xx matrix.

set.seed(23);xx=matrix(rnorm(40),nc=4)

fn=function(x)(x-mean(x))/sd(x) #define standardization

stdzx=apply(xx,2,fn) #apply above fn to columns of xx

for (i in 1:4) print(mean(stdzx[,i])) #ensure that means are zero

for (i in 1:4) print(sd(stdzx[,i])) #ensure that sd's are 1

#conclude we have really standardized xx matrix to stdzx

reg1=lm(stdzx[,1]~stdzx[,2:4]-1)  #regress x1 on x2 and xq 

#where q={3,4}

reg2=lm(stdzx[,2]~stdzx[,c(1,3,4)]-1)#regress x2 on x1 and xq 

reg1;reg2

b12.q  =as.numeric(reg1$co[1]) #is the first coefficient

b21.q  =as.numeric(reg2$co[1])#again the first coeff

r12.q=sqrt(b12.q*b21.q);r12.q  #gives 0.7024114

Another way is to use following function to be used after computing the matrix cc of ordinary correlation coefficients as input. This R function by Bill Shipley will calculate the partial correlation coefficient between each pair of variables in an input correlation matrix, after controlling for ALL other variables in the matrix:

partialc= function(cor.matrix, digits = 3) {

# THE FORMULA IS FROM COX, D.R. & WERMUTH, N. 1993. LINEAR

# DEPENDENCIES REPRESENTED BY CHAIN GRAPHS. STATISTICAL SCIENCE

#8:204-283.


a <- solve(cor.matrix)


n <- length(a[1,  ])


ans <- matrix(NA, n, n)


for(i in 1:(n - 1)) {



for(j in (i + 1):n) {




ans[i, j] <- round((-1 * 





a[i, j])/sqrt(a[i,





i] * a[j, j]), digits)



}


}ans }

#example set.seed(23);cc=cor(matrix(rnorm(40),nc=4));partialc(cc,7)[1,2]

#agrees with 0.7024114 reported to 7 digits above using b12.3 and b21.3

It is interesting that regressing x1 on x2 and vice versa without standardizing the data and without eliminating the intercept gives the exact same partial correlation coeff. result

reg1b=lm(xx[,1]~xx[,2:4])

reg2b=lm(xx[,2]~xx[,c(1,3,4)])

sqrt(reg1b$co[2] * reg2b$co[2])  #0.7024114 we have to choose the second coeff 

#by "$co[2]"since first is the intercept, needed when we do not standardize the data.

Ch. 6  MATRIX ALGEBRA IN R

r3<- matrix(x,20,4)  #this places the data object called x into a matrix with 20 rows and 4 columns. If x has inadequate terms it repeats the available numbers columnwise.  Try x=1:5; r3=matrix(x,20,3)

c(r3)  #converts matrix r3 into a long vector as in the vec operation

cbind(x,y)#does gluing of column vectors x and y into matrix

#use data.frame(x,y) if x or y have character data

A[-1,]        # the A matrix except the first row

 A[,-2]        # the matrix except the second column

1) Define an Identity Matrix of dimension 5

eye=diag(5)# use this for any integer

To define a matrix:

 a<-matrix(c(1,2,3,4),byrow=T, nrow=2, ncol=2)

If it is a square matrix, it is enough to specify only the number of rows (nrow) or number of columns (ncol). In general, both nrow and ncol need not be specified.

# following two rows also create an identity 5-by-5 matrix

     x <- matrix(0, nr = 5, nc = 5)

     x[row(x) == col(x)] <- 1

Explanation of the above code:

col(x)  Returns a matrix of integers indicating their column number in the matrix.

row(x)  Returns a matrix of integers indicating their Row number in the matrix.

x[row(x) == col(x)] <- 1  This line sets value of x = 1 if row number=column number

2) Extract the diagonals of the matrix a into a vector

as.vector(diag(a))

3) Inverse of A Matrix

ainv<-solve(a)

a*ainv  #will give element by element multiplication

chol2inv(a) #computes the inverse of a symmetric positive definite 

#square matrix from its Choleski decomposition (numerically more reliable)

hilbert <- function(n) { i <- 1:n; 1 / outer(i - 1, i, "+") }

A=Hilbert(4); solve(A)

4) Row-Column Matrix Multiplication %*%

a%*%ainv # THIS should be the identity matrix if ainv is correct

outer product of two vectors is done by the ‘outer’ function

try:  x=1:2;y=3:4;outer(x,y); outer(x,y,FUN="+");outer(x,y,FUN="/");

simple product  x=1:3; y=2:4; x*y #will give 3 numbers 2, 6, 12

#to get scalar product 20 you need sum(x*y)

x %*% y # will give

     [,1]

[1,]   20

#to get just the number 20  you need the drop function

drop(x %*% y)  #drop cleans out when dimension is 1 by 1

5) Transpose Of Matrix with t

t(a) will give the transpose of matrix a.   

It is more efficient to use crossprod(x) instead of t(x) %*% x

6) trace of a matrix A is the sum of its diagonals and is simply computed as:

sum(diag(A))

7) Kronecker product of matrices  %x%  

Use help(kronecker) in the base package for details

8) Singular Value Decomposition (SVD) of a matrix

This is a powerful matrix operation useful for generalized least square regressions, collinearity corrections and better understanding of the data.

SVD gives 3 matrics from one matrix A defined by the relation:

A=u d v

One application of the SVD is to find the square root matrix.

Square root of the matrix A is found by replacing the middle diagonal Matrix d by its squre root and multiplying out as follows.

help(svd) #singular value decomposition help

asvd=svd(A)  #place the output of svd to place named asvd

asvd

# svd gives 3 matrices from the matrix A= udv’

#check if we get the original matrix back

# the middle d is a vector, must make a diag matrix from it first.

(asvd$u) %*% diag(asvd$d) %*% t(asvd$v)

# note lower case u, v and d come after the dollar sign

#this is how we extract the decomposed matrices

#above should equal the original matrix A

#computation of square root of a matrix A

sqt=sqrt( diag(asvd$d))  # replace the middle matrix by its square root

sqrtmtx= (asvd$u) %*% sqt %*% t(asvd$v) #this is the square root matrix

sqrtmtx %*% sqrtmtx  #check if squaring the square root we get back A

 dim(x) gives the rows and columns of x

x=1:9

x=matrix(x,3,3)  # will create a 3 by 3 matrix with 1to3 in col 1, 4 to 6 in column 2 and 7 to 9 in column 3

x[row(x)<col(x)]#extracts elements above diag, viz., 4 7 8

x[lower.tri(x)]=0 #sets lower triangular elements excluding the 

#diagonal to any specified value, say 0

upper.tri(x) #yields a matrix where all diag and lower triangle

#elements are FALSE and all upper triangle elements at TRUE

Regression Model using SVD as in Vinod-Ullah 1981 Marcel Dekker monograph #41

Let us use Longley data which is always available in R

lm(Employed~., data=longley) #will regress data on Employed on 

#all other variables in the longley dataset  TILDE DOT is useful in

#avoiding the need to type so many names.Similalry, minus x1 removes it

y=longley$Employed; x1=longley$GNP.deflator; x2=longley$GNP

x3=longley$Unemployed; x4=longley$Armed.Forces 

x5=longley$Population; x6=longley$Year 

#ncol(X) evaluates number of columns of X matrix and nrow for rows

#NCOL(X)capital letters is flexible. permits vectors or matrices

# otherwise use X=as.matrix(X)

#drop(x) command drops the dimensions of an array which have only one level

#Find matrix of de-meaned regressors, i.e., subtract means

Y <- y; X <- cbind(x1,x2,x3,x4,x5,x6)#X has six columns ncol(X) is 6

n <- nrow(X);   p <- ncol(X);   Xm <- colMeans(X); Ym <- mean(Y)

X <- X - rep(Xm, rep(n, p))  #deviations

Xs <- svd(X) #singular value decomposition of deviations from the mean

rhs <- t(Xs$u) %*% Y  #this is H’y in vinod-ullah book

d <- Xs$d# these are singular values

#condition number is a ratio of singular values, if large, regression

kappa(x) # also computes the condition number of a matrix but works

wrong if x is a full matrix instead of upper triangular matrix

#coefficients are sensitive to minor perturbation in data values

max(d)/min(d) # 735.8111  is very large  >30 so collinearity is present

lscoef <- Xs$v %*% (rhs/d)

lscoef  #regression coefficients for re-centered model should match

# lm(y~x1+x2+x3+x4+x5+x6) #usual regression coefficients

cbind(lscoef, round( lm(y~x1+x2+x3+x4+x5+x6)$coef[2:7],8))

Ridge Regression

library(MASS)#lm.ridge program is available in this package

lmr= lm.ridge(y ~x1+x2+x3+x4+x5+x6, lambda = seq(0,0.1,0.001))

#plot(lm.ridge(y ~x1+x2+x3+x4+x5+x6, lambda = seq(0,0.1,0.001)))

lmry=t(lmr$coef); lmrx=lmr$lambda; nam=1:6

matplot(lmrx,lmry,main="Ridge Trace: Look for stable region", type="l", xlab="ridge biasing parameter", ylab="comparable coefficients", lty=1:6);legend(x=0.03,y=8.2,legend=nam, lty=1:6)

#ridge trace with lines up and down indicates ridge will be useful

#ridge stable region is where the coefficients do not change much as

#the biasing parameter increases.

sort(lmry[1,]) #this helps identify the lines in graph

select(lm.ridge(y ~x1+x2+x3+x4+x5+x6, lambda = seq(0,0.1,0.001)))

#modified HKB estimator is 0.004275357 

#modified L-W estimator is 0.03229531 

#smallest value of GCV  at 0.003 

#Obenchain’s generalized ridge regression using SVD

library(RXshrink) #name of his package for shrinkage estimation

data(longley2)

form <- GNP~GNP.deflator+Unemployed+Armed.Forces+Population+Year+Employed

rxrobj <- RXridge(form, data=longley2);rxrobj

names(rxrobj); plot(rxrobj)

# see http://members.iquest.net/~softrx/  has good explanations

9) qr Decomposition output of qr(x) is qr, rank, auxiliary vector. qr(x) has upper triangle

contains the "R" of the decomposition and the lower triangle contains information on the "Q" of the QR decomposition

set.seed(921); X=matrix(sample(1:40,30),10,3)

y=sample(3:13, 10)

XtX=t(X) %*% X; #define XtX= X transpose X

qrx=qr(XtX)#apply qr dcomposition to XtX

> names(qrx)

[1] "qr"    "rank"  "qraux" "pivot"
qrx$rank

Q=qr.Q(qrx);Q #Display Q matrix

#verify that it is orthogonal inverse=transpose

solve(Q)#this is inverse of Q

qr.solve(Q) #is a substitute for solve

t(Q) #this is transpose of Q

R=qr.R(qrx); R #Display R matrix

chol(x) Computes the Choleski factorization of a real symmetric positive-definite square matrix 

10) covariance matrix of columns of x is var(x) of the same dimension as ncol(x) for correlation matrix use cor(x) If missing data, use cor(x, use="complete.obs")
method= "kendall" for Kendall’s tau type rank correlation. "cor.test" will test

Try var(longley) to get variance-cov matrix of famous Longely data from library(AER)
v1=var(longley); cov2cor(v1) #gives correlation matrix for Longley data

cor(longley)# corr.mtx, If some data pairs have missing data. Use library(Hmisc);rcorr(Longley)
11) subset of a matrix  [not to be confused with is.element(x, c(10,20))]

utick=unique(Ticker)  #get all unique names from Ticker symbol vector

txt <- as.character(Ticker)

closei=subset(Dat,txt==utick[4],Close) #get closing prices for subset

Negative index: x[-2] deletes second element in x

m=matrix(1:40, nc=4)#nc=ncol=4 here for 4 columns

v=c(1,3,2,3)

select = matrix(c(1:4,v),nc=2)

m[select] #will get a submatrix

#randomly subsetting iris data into training and testing parts with 70-30 split.

ind <- sample(2, nrow(iris), replace=TRUE, prob=c(0.7, 0.3))

trainData <- iris[ind==1,]

testData <- iris[ind==2,]

12) ea=eigen(A); ea$values #prints eigenvalues; ea$vectors#prints eigen vectors

13) Three or more dimensional matrices are created by the command array

array(1:16, dim=c(2,4,4))  #3D matrices

If one of the dimensions is 1, R can get confused.  For example

in the meboot package function checkConv I needed following to

allow the special case when p=1 (single regressor) 

Mebigx <- as.array(Mebigx)
dim(Mebigx) <- c(n, n999, p)

transpose of arrays is created as follows

x  <- array(1:24, 2:4) #creates array of dim(2,3,4)
xt <- aperm(x, c(2,1,3))# transpose of first two dimensions 

#accomplished by c(2,1) part in the option to aperm=array permute
12) Hadamard Product of two matrices

hadamard=function(x,y) #x and y matrices must be of same dimension

{n=nrow(x); m=ncol(x); hada=x;#initialize hada matrix

if (nrow(y) !=n) stop(" matrices must be of same dimension")

if (ncol(y) !=m) stop(" matrices must be of same dimension")

for (i in 1:n){ for (j in 1:m){

hada[i,j]=x[i,j]*y[i,j]}}

return(hada)}

#example hadamard(matrix(1:4,2,2), matrix(21:24,2,2))

x[y==max(y)] will select a value in a column x of a dataframe from a selection criterion based on another column in the dataframe.

The package called Matrix has bdiag function to Build a block diagonal matrix given several building block matrices.

xpnd {MCMCpack}takes a vector of appropriate length (typically created using vech) and creates a symmetric matrix.

write.matrix{MASS} Writes a matrix or data frame to a file or the console, using column labels and a layout respecting columns.

13) sweep function to sweep out array summaries. Useful for Tukey's median polish

set.seed(236); x=matrix(sample(12),4,3); x; x2=apply(x,2,median);x2

#column medians are:  6.5, 7.5, 5.5

sweep(x, 2, x2)# subtracts column medians x2 without needind minus sign

#sweep is also useful for computing proportion of elements in a matrix

x3=apply(x,2,sum)

sweep(x, 2, x3, "/")#replaces elements of x by column-wise proportions

jjmat=matrix(1:15,3,5); sweep(jjmat, 2, 1:5, "-") #works on columns

Ch. 7 A REGRESSION EXAMPLE

An example using Davidson McKinnon econometrics textbook 

#Read in datafile named consumption where numbers are separated by a comma 
consumption <- read.table(file.choose(),sep=",",header=T)

#for reading comma separated csv file.  nrows=1230 might be needed

#so R does not read junk at the end of the excel files 
consumption 

#Create linear regression model 
model <- lm(ConsExpCA~DisIncCA,data=consumption) 
summary(model) 

confint(model) #will print 95% conf interval for each coefficient estimated by lm above

anova(model)  #extracts and prints analysis of variance table

fitted(model) # extracts and prints fitted values

predict(model) # also extracts and prints fitted values

predict(model, int="c")  #gives predicted values and confidence intervals for each obs.

 #note that "c" stands for confidence interval.  

 #If you use "p" then you get prediction interval

predict(model, se.fit=T,interval="prediction")  

  #gives std err of fitted values and degrees of freedom

resid(model) #extracts and prints residuals

rstandard(model) 

# above gives standardized or studentized residuals 

# r=residuals, after dividing them by the Standard dev. of each r

options(digits=5)  #useful for easier to read output of anova

anova(mod1ML,mod2ML, mod4ML, mod5ML)  #if these models are already run

# If you want to look at any item with more digits print(x, digits=15)

#assume that reg3=lm(y~x1+x2+x3+x4)

update(reg3, .~.+I(x3^2))#this will run previous regression

#except that x3^2 will be an additional regressor included

# THE POINT is of course to avoid typing! Just use dots instead

rstudent(model) # prints studentized residuals in the sense of leave

# one out std error dividing by the std error is made so that the variance is unity

dfbetas(model)  #change in regr coeff if an observation is removed relative to its std error

 matplot(dfbetas(model))   #gives a plot of the whole matrix of influences on coefficients when an observation is dropped

influence(model)  #gives the effect of dropping an observation on regr

# coeff and on residual std dev.

influence.plot(model);  

leverage.plots(model)  #you have to select say 1 for intercept

dffits(model)  #change of fit if an observation is removed

plot(fitted(model), resid(model))  

 #Plots regression residuals against fitted values on horizontal axis

abline(model) #prints the fitted line automatically in many cases

abline(h=0.5) #draws horizontal axis line at y=0.5

abline(v=2) #draws vertical axis line at x=2 

qqnorm(resid(model)) # quantile  -quantile plot using normal density

   # And standardized residuals

rstandard(model) 

# Above gives standardized or studentized residuals after dividing them by overall Std dev.

erng <-read.table("C:/dmck/earningsdat.asc", header=T)  

# one may have to use "\\" instead of "/" in the previous line

#you can also get the data by using library(Ecdat); data(Earnings)

#for some Ecdat datasets u have to know the column names

# e.g. data(Money);dimnames(Money);summary(Money);summary(Money[,"m"])

#sometimes attach works, not always! sometimes

attach(data.frame(Money)) #is needed to access the names of R data.  

#as.data.frame(dataname) allows attach(dataname) to be used

#for some datasets you may need "as.numeric" to get in right form

summary(erng)  # this will reveal that there are v1 to v5 variables

#Run a regression model on earnings data read above

mod1=lm(erng$V5~erng$V2+erng$V3+erng$V4)

# to avoid these dollar signs use attach command

[sometimes it helps to save lists from a function as

qqd=data.frame(out) and then access them without dollar symbols]

attach(erng) #the data has 3 dummy variables as regressors

mod1=lm(V5~V2+V3+V4-1)  #the –1 is needed to not fit the intercept

mod1=lm(V5~V2+V3+I(V2^2))  

    #can use transforms of regressors with the I(.) function

summary(mod1)  #prints regression results

confint(mod1)  prints 95% conf interval for the fitted model called mod1 above

confint(mod1, level=0.99)  for any other percentage

How to extract confidence intervals without printing them?

conf=confint(mod1)  #define the object called conf

conf[[2]]  has the lower limit of the confidence interval for first slope coefficient and conf[[4]] has the upper limit

NA is a logical constant of length 1 which contains a missing value indicator.  NA is not a character string in R. hence x[==NA] test is wrong way for this!

x[is.na(x)] = 0  #replaces missing values of x by a zero  

length(x[is.na(x)]); length(x[!is.na(x)])#exclamation mark is Logical No or NOT

sum(is.na(x))  #number of NA's in the vector x is counted this way

a<-mean(x[!is.na(x)]);a  #compute the average value of the non-missing cases 

x2[is.na(x)]<-a;x2   #impute the missing by the average value 

Subsets of x[] are averaged by the function ave

sd_y = ave(y,id,FUN=sd)

x[x==0]=1  #replaces values at zero by 1, Useful before taking logs (log1=0)

library(mice)  #clever imputation package for filling missing data
    dataset2 <- mice(dataset)

    dataset2<-complete(dataset2)

library(Design) #this package has lots of useful regression stuff

x=matrix(runif(30, min=2,max=30),10,3);colnames(x)=c("y","x1","x2")

x=as.data.frame(x); reg2=ols(y~x1+x2,data=x)

vif(reg2) # gives variance inflation factors 1/(1-Rjsq) to 

          # if vif>5 then model has bad collinearity

robcov(reg2) #robust covariance matrix estimation (Huber-White method)

str(x) # tells the structure of x in a convenient way especially for data frames
Robust regression

For some datasets, outliers can influence the least squares regression line too much. One can then minimize something other than sum of squared residuals (which corresponds to minimizing the L2 norm) as our objective function. Common choices are the sum of absolute deviations (L1) and the Huber method, which is something of a mix between the L1 and L2 methods. R implements this robust regression functionality through the rlm() command in the MASS library.  Also quantile regression from quantreg package

see alsowww.fp.vslib.cz/kap/picek/robust  for Chapman hall book by Jureckova and Picek on Robust stat in R robust cov in chapter 5  calls library (rrcov) which permits specified breakdown points

Nonlinear regression estimation is similar to linear regression.

"nls" replaces the usual "lm" command for regression in R. Type "help(nls)" to get more information. Do not use "nls" if one can simplify the problem and use "lm."

#Example of nonlinear least squares

set.seed(345); n=80; uti=rnorm(n)

mu=3  #true intercept is assumed to be 3 for illustration below

ti=1:n

muti1=mu+exp(0.01*ti)  #true slope is 0.01 for illustration.

xx=muti1+uti  #artificial data xx created here

reg1=nls(formula=(xx~mu+exp(b1*ti)), start=list(mu=2.5,b1=0))

summary(reg1)

Logistic regression use glm(y~x1+x2+x3, family=binomial("logit")) where y is a matrix with 2 columns for success vs failure or dead vs alive  etc. x1=smoking, x2=obese

no.yes=c("No","Yes"); gl(2,1,8,no.yes) #generate 8by1 vector of levels

#Alternatively, y can have proportion of successes (dead).  Anova table for glm regression reports deviance analysis tables. Respondents were asked to agree or disagree with the statement: "Women should take care of running their homes and leave running the country up to men." We want to know if this attitude is related to education.

data("womensrole", package = "HSAUR")

wm=glm(cbind(agree, disagree) ~ sex + education, data = womensrole, family = binomial())

wm2=glm(cbind(agree, disagree) ~ sex + education+sex*education, data = womensrole, family = binomial())

summary(wm2) #note that education and interaction are significant

An offset is a term to be added to a linear predictor, such as in a generalised linear model, with known coefficient 1 (constrained) rather than an estimated coefficient. For example: 

utils::data(anorexia, package="MASS")

anorex.1 <- glm(Postwt ~ Prewt + Treat + offset(Prewt),

                family = gaussian, data = anorexia)

summary(anorex.1) #coeff of Prewt is 1+the estimated one

Ordered responese

polr fits a logistic or probit regression model to an ordered factor response

library(MASS);house.plr <- polr(Sat ~ Infl + Type + Cont, weights = Freq, data = housing);house.plr; summary(house.plr)

Tobit: Suppose we want to regress y on x and z, but a number of y observations were censored on the left and set to zero. (car buyers spent nothing on the car below $3000)

tob <- survreg(Surv(y,y>0,type=’left’) ~ x + z, dist=’gaussian’)

Surv() function second argument (y>0) specifies whether each observation has been censored or not (=1 if observed and =0, if censored). The third argument (type=?) indicates the censored side of the data. The dist=’gaussian’ option to survreg will get a classical Tobit model by professor Tobin.

Multinomial Logit has more than two levels in the limited dependent variable.  

library(MASS); multinom(formula = low ~ ., data = birthwt)

#Also check the MNP package

Projection pursuit regression ppr(y, x, ..)Friedman, J. H. and Stuetzle, W. (1981) Projection pursuit regression. J. of the American Statistical Association, 76, 817–823. 

Kinky Demand Curve Estimation: segmented regressions.  

Use the package called "segmented", it estimates breakpoints also.

Cook’s Distance statistical measure for a regression model 

library(Ecdat); cons=as.matrix(Consumption); yd=cons[,1];

ce=cons[,2];reg=lm(ce~yd);cd= cooks.distance(reg)

cd[cd>0.05]  #prints the subset of cooks distances exceedomg 0.05

#       141        197        198        199        200 

#0.06318155 0.05419523 0.06509691 0.08158985 0.11373632 

#Showing observation numbers 141, 197 etc with high cooks distances

#cooks distance is a rigorous measure of how influential a particular observation is

#type in R the following to get the references etc. help(cooks.distance)

matplot(cooks.distance(reg))

#plots of each observation and its overall effect on parameters

#also try help(lm.influence)

lm.influence(reg) #gives diagonals of the hat matrix

#and also the CHANGE in coefficient when an observation is dropped.

If X is a matrix of regressors including column of ones hat(X) gives diagonals of hat matrix. Even if the column of ones is not included, the hat function works right.

After a regression is fit by 

reg6=lm(y~x1+x2) #need to have y x1 and x2 defined

influence.measures(reg6) #is a simple useful device

#gives various things including cook.d, hat value etc.

#The nice thing here is printing of * if the influence measure is statistically significant.

??multivariate #will give long list of multivariate things

Sigma <- matrix(c(10,3,3,2),2,2)

This will create a 2 by 2 matrix called Sigma with those elements it is smart to know what nrow and ncol you have in mind

CH. 8 LIKELIHOOD FUNCTION EXAMPLE

Code to plot likelihood function for binomial parameter theta

It shows how to get the math symbol  into the plot using expression(theta)

theta <- seq ( 0, 1, by=.01 ) # some values of theta

y <- dbinom ( 3, 10, theta ) 

    # calculate likelihood(theta), d=density, binom=binomial

y <- y / max(y) # rescale

plot ( theta, y, type="l", xlab=expression(theta),

ylab="likelihood function" )

# "expression(theta)" is R's way of getting mathematical symbols 

# and formulae into plot labels. For more information, type help(plotmath) #e.g. ylab=expression(Delta * ln ~~ CPI) will plot

# ln CPI  with extra space between ln and CPI indicated by ~~

# note that we need the * after Delta even though * does not appear

#expression(alpha) will plot   and so on

plot ( theta, y, type="l", main=expression(theta~x[4]~"my title"),ylab="likelihood function" )

"substitute" also works similar to "expression." for Greek symbols in graphs.

You need the space tildes space in the expression for spaces  

bracket means subscript beta [3] gives 3. 

beta ^ 3 means superscript and gives 3.

hist(co, main=expression(Histogram ~~ of ~~ beta [3] ~~ Estimates),

 xlab=expression(beta [3] ~~ Estimates) )

plot(x,y,typ="l",ylab="N(0,1) and N(0.5,2)",main=expression("

Normal densities: "~ mu~" = (0,1); and "~sigma~"=(1,2)"))

shows how to use quotes and tilde, but no commas or semi-colons or spaces.

stat4 is a package in R which does maximum likelihood 'mle' is a command

deriv and integrate are functions in R for computing symbolic derivatives and integrals of simple elementary functions.  They can be useful in likelihood analysis. e.g. 

D(expression(sin(x)), "x") #gives the correct cos(x), 

D(D(expression(sin(x)), "x"),"x") #gives second derivative -sin(x)

but

deriv(expression(sin(x)), "x")#gives following lines I don’t understand

expression({

    .value <- sin(x)

    .grad <- array(0, c(length(.value), 1L), list(NULL, c("x")))

    .grad[, "x"] <- cos(x)

    attr(.value, "gradient") <- .grad

    .value

})

integrate(dnorm, -1.96, 1.96)# integrates density N(0,1)to give 0.95

## a slowly-convergent integral #gives the value of pi

integrand <- function(x) {1/((x+1)*sqrt(x))}

integrate(integrand, lower = 0, upper = Inf)

Demo: http://www.cloudstat.org/index.php?do=/kafechew/blog/derivative-apps/  does same

Ch. 9 FURTHER TIPS IN USING R

18) Logicals (! means "not", | means "or", double == is needed for logical =)

- equality:        10==pi; 10!=pi; (1:10)==5; "a"=="b"; letters=="w"

- strict inequ:    -2>3.2; -2< -1 (space needed! '<-'); "ab"<"bbb"

- nonstrict inequ: -2>=3.5; -2<=3.5; "zzz"<="zz"; letters<="h"

- logic operations: x <- c(F,T); !x; !T; x&T; x|T; y <- T; (x|F)&F

x=2:4; x>20

[1] FALSE FALSE FALSE  since none is >20,  x>20 is a logical variable

#one can convert 0 and 1 to logicals as FALSE and TRUE as follows

x=c(0,1,1,0,0); myx=as.logical(x);x;myx

#If y is a matrix and we want to select those rows which are TRUE do the following

y=matrix(rnorm(20),5,4)

y[myx,]

#convert 0 to 1 and 1 to 0 simpley use abs(x-1)

19) Repeated creation of Data

#rep means repeat  

y=c(4,-3,2)

rep(y,3) #[1]  4 -3  2  4 -3  2  4 -3  2

rep(y, 1:3)  #repeat 4 one time -3 two times and 2 three times

#first one once, second twice and third thrice due to 1:3

#[1]  4 -3 -3  2  2  2

rep(y,each=3)  #repeats them in a different manner sometimes this is needed

rep(0,5)  #this gives 5 zeros

rep(1:3, rep(2,3))  #[1] 1 1 2 2 3 3

z=1:12

dim(z)=c(3,4)#Note the c is for vector of dimensions of z

#[1,]    1    4    7   10

#[2,]    2    5    8   11

#[3,]    3    6    9   12

z=matrix(1:12, nrow=4, ncol=3)

colnames(z)=LETTERS[1:3]  #all caps gives upper case

rownames(z)=paste("Stk",1:nrow(z),sep="")

z

#     A B  C

#Stk1 1 5  9

#Stk2 2 6 10

#Stk3 3 7 11

#Stk4 4 8 12

20) Gluing or concatenating rows and columns

cbind(x,y)  #does gluing of column vectors x and y

cbind2 is useful for binding and keeping original names for example

m <- matrix(3:8, 2,3, dimnames=list(c("a","b"), LETTERS[1:3]))

cbind2(1:2, m) # keeps dimnames from m

data.frame(x,y)#if x or y has characters, i.e., if x and y are lists

rbind is for gluing rows of matrices

If we do not want to specify no. of rows of 3 columns, then starting with NULL ignores the first null line.  do not need to explicitly delete first line for following code.

beg=rep(NULL, 3);  for (i in 1:4) beg=rbind(beg, c(i,i+1,i+2));beg

rbind.data.frame(x,y) is also useful

tbind(tframe)    in package tframe Binds Time Series, pads NA etc as needed
Useful for printing time series

If you want to retail time stamp and print only the tail data use

library(zoo);

Plot Matrix columns

matplot (z) #plots a matrix

matlines(x,y) #plots y by columns against rows of x

#matlines does not work without doing matplot first

win.graph(width = 7, height = 7, pointsize = 12) 

 #allows more than one plots without overwriting

dev.off()  #is needed to turn off graphics device

plot(as.ts(x)) #plots a time sequence plot

21) Categorical data or factors

Categories are called  "factors" in R. They have levels, e.g., level of pain  

pain=c(0,1,2,3)

 fpain=factor(pain, levels=0:3)

 levels(fpain)=c("none","mild","medium", "severe")

 fpain

#if u do not give the levels argument it will give alphabetic order

The categorical variables can be detected by testing if their class is factor. 

(factor_vars <- names(which(sapply(quakes, class) == "factor")))
Factors as categorical variables in a regression:

owner=factor(c("no",  "no", "no", "no", "no", "no", "yes", "yes") 

fmOLS <- lm(expenditure ~ age + owner + income + I(income^2))

# doing many regressions for each category

fmOLS <- lm(expenditure ~ owner /(age + income + I(income^2)))

# the "/" after a categorical ("factor") variable does 

#as many separate regressions as are different values of the factor

#note u need the line: owner=factor(...)

Ordered categorical variable need to be explicit about this fact

inc=ordered(c("Mid", "Hi",  as in data), levels=c("Lo","Mid","Hi") )

In package np  

use 

 library("np")

bw.subset <- npregbw(y ~ factor(x1) + x2+ordered(x3),data= w1.train)

model.np <- npreg(bws = bw.subset)

fit.np <- predict(model.np,    data = w1.train, 

      newdata = w1.eval)  #No forecast / fcst functions in np
library(MASS); pet.2 <- aov(Y ~ No*EP, petrol)

#here No is a factor variable

#above does lots of regressions for each No=A to J,  

#colon symbol (:) with categorical variables means interaction terms

library(AER); data(CPS1988);sapply(CPS1988, is.factor) reports TRUE when variable is categorical or factor
#Assume that we have y and z1,z2,z3 as regressors in memory

bigm <- lm(y~ .)#defines big model with all regressors

addterm(smallm, bigm, test = "F")

#test="F" means F test not false, need quotes around F

dropterm(bigm, test = "F")  #does the F test keep significant ones

smallm <- update(bigm, . ~ z1)

library(MASS);stepm <- stepAIC(bigm, scope = list(lower = ~ z1))

#above does stepwise regression using Akaike Info criterion 
fit <- lm(y~x1+x2+x3,data=mydata)
step <- stepAIC(fit, direction="both")
step$anova # display results 

'step' is a function in the stat package always available without loading

package Design has 'fastbw' for fast backward variable selection

22) List objects in R (often appear at the end of functions)

This is like a vector but lists can have logical, number or anything

x1 =1:3

x2=c(T,F,T)

list(numbers=x1, wr=x2)

#R yields 

#$numbers

#[1] 1 2 3

#$wr

#[1]  TRUE FALSE  TRUE

Extraction from a list by using only the first character of its name

tes=list(numbers=x1, silly=x2)  #create object called tes

tes$n  #this extracts tes$numbers without having to type "numbers"

#[1] 1 2 3

tes$s #this extracts silly with only the first character "s"

#[1]  TRUE FALSE  TRUE

23) Data frame object in R is similar to matrix with arbitrary types of elements.

Data frame columns have names. In the following example R will give the names X1 and X2 to the two columns and row names are given to be simply 1 and 2. International data can be intelligently merged with the merge command, with proper tracking

y=1:4; y=matrix(y,2,2); dfram=data.frame(y);dfram

#  X1 X2

#1  1  3

#2  2  4

attributes(dfram) #$names

#[1] "X1" "X2"

#$row.names

#[1] "1" "2"

 names(dfram)=c("n1","n2")  #will change the column names

dfram$names=c("n1","n2")# will create a new column called names

#subscripting with dfram[,"n1"] will select first column

dfram[1,] #this selects first row

row.names(dfram)=c("A","B") # will change the row names

dfram[1,] # still selects first row

dfram["B",] #correctly selects the second row

24) Mysterious APPLY in R  is designed to avoid loops using operations over matrices.  We avoid loops to save processing time (not crucial these days).

x=matrix(1:5,5,1);dim(x)

apply(x,2,sum) #this will do column sums with the strange 2 

#2 is for keeping second dimension computes the sum over column

#tapply is for creating tables, lapply for lists
tapply(X, INDEX, FUN = NULL, ..., simplify = TRUE)
where X is an object and INDEX is a list of factors
apply(x,1,sum) #computes sum for fixed row over all columns

lapply(X, FUN, ...)#l is for list, lapply is apply to list

y=x=as.list(1:5);

lapply(seq(along=x), function(i){x[[i]]*y[[i]]}) #gives 1,4,9,16,25

'lapply' returns a list of the same length as 'X'.  Each element  of which is the result of applying 'FUN' to the corresponding element of 'X'. 'sapply' is a "user-friendly" version of 'lapply' by default returning a vector or matrix if appropriate. In the following example there are several regressions fmOLS etc. For example if I want to print only the coefficients nicely one below next for several fitted models, I use ‘sapply’.

#fmGLS <- gls(consum2~income2, correlation = corAR1(), method = "ML")

t(sapply(list(fmOLS, fmWLS1, fmWLS2, fmFGLS2, fmFGLS1, fmFGLS3, fmFGLS4), coef))  #coef pulls the regr coefficients out

	lapply(1:3/3, round, digits=3)


[[1]]

[1] 0.333

[[2]]

[1] 0.667

[[3]]

[1] 1

Taking the first element of the second row (indexes 2 and 1) for each matrix. As we know, lapply would give us a list 
lapply(MyList,"[", 2,1 )#MyList is a bunch of matrices

sapply returns a vector instead.

sapply(MyList,"[", 2,1 )

#unless we tell simplify=FALSE

The follwing will print only the standard error of each regression, function(obj)

is defined as standard error from variance covariance matrix vcov

t(sapply(list(fmOLS, fmWLS1, fmWLS2, fmFGLS2, fmFGLS1, fmFGLS3, fmFGLS4), function(obj) sqrt(diag(vcov(obj)))))

Example of sapply using the sample( ) function

> p=c(1,2,3,4,5,5,4,3,2,1)

> x=1:10

> sapply(1:3,function(i) sample(x,4,prob=p))

     [,1] [,2] [,3]

[1,]    9    3    4

[2,]    1    6    6

[3,]    6   10    2

[4,]    5    2   10

Split the string and select second element using "[" in sapply
id <- c("ZYY-43S-CWA3", "6YU-F4B-VD2I")
sapply(strsplit(id, "-"), "[", 2)
Using list-apply or lapply with "[" in matrices. Our list z contains two 2 by 5 matrices
z <- list(matrix(1:10, nrow=2), matrix(11:20, nrow=2))
lapply(z, "[", 1, )#selects first row of both matrices
lapply(z, "[", , 3)#selects third column of both matrices
'replicate' is a wrapper for the common use of 'sapply' for repeated evaluation of an expression (which will usually involve random number generation).

'mapply' is a multivariate version of 'sapply'. 'mapply' applies 'FUN' to the first elements of each ... argument, the second elements, the third elements, and so on. Arguments are recycled if necessary. For example, mapply(rep, 1:4, 4:1) will repeat 1111 222 33 4  respectively 4:1 times 'Vectorize' returns a new function that acts as if 'mapply' was    called.  Note that V in vectorize is upper case

base::Reduce(): nifty functional method to combine multiple function evaluations.

base::tapply(): grouped summary function.

base::unlist(): build arrays of atomic values from more complicated nested structures.

lapply(1:n, function(x) nrow(get(paste('dat', x,sep=''))))  #counts no of rows of dat1, dat2  etc datn
25) Autoregression in R

the command ar works in the base package. type help(ar) to get more info.   order is one of the outputs representing the order of the fitted model based on AIC Akaike Information Criterion

26) Writing your own functions in R gives you ultimate power and satisfaction.

Example of a function to compute the x2+x+2 and x3 in R (notation p for plus)

function name is on the left.  function( ) specifies all arguments to the function. 

xsq=function(x){ xsqpxp2=x^2 +x + 2

      x3=x^3

list(xsqpxp2=xsqpxp2, x3=x3)} #curly brace ends the function  

#use a list(xsqpxp2=xsqpxp2, x3 =x3 ) with repetitions of names

# to get more than one output from a function

# The user calls this function as xss=xsq(x)

# extract output from the above call by a dollar sign, e.g., xss$x3 

x=c(1,2,3)

v=xsq(x)  # will give two sets of outputs x^2 +x + 2 and cubes

#to access list items individually, we use 

v$xsq #will give  4  8 14 and 

v$x3 #to give the cubes 1, 8 and 27

If you want to avoid loops and use apply(x, 2, fn, …) to operate on 

columns of a matrix x with some function fn , the you should write

the function fn in such a way that the last line of fn is return(b[2])

where only one number, say slope of regression is returned by fn

Triple dot argument means it will be specified in a flexible way

27) Writing functions by modifying someone else’s functions

just type the function name and the entire code appears

myfn=fnbysomeoneelse will create a new version for modification

28) To find out which additional packages are available on your system, type 

     library()

29) The Gretl econometrics package (http://gretl.sf.net) also has a small library for reading Excel files (in the file plugin/excel_import.c), its code goes back to 

to load a package  the command is not load(packagename)

it is library(packagename)

30) Using R in User-friendly way for simple tasks with Rcmdr package

GRAPHICAL USER INTERFACE (GUI) CALLED Rcommander

library(Rcmdr)

  #is commander GUI for R.  This is a user friendly version of R

This will open two windows for input and output

Click on data

Click on import data from text files

Enter name for dataset  :  just any name , not necessarily the file name

Choose field separator

Click OK

It gives you the option to choose the text file where data is located

To save the operation for future use and calling another package, 

Click on file menu and choose "save log"  or "save log as".

statistics menu of the commander has lots of options including regression

when choosing second regressor to highlight use the "control" key

production.csv file is imported by checking on comma instead of space delimiter

to compute logs of output  look for "manage variables in active dataset" of data menu

 "compute new variable" k as log(capital) etc

A package called ice is similar to Rcmdr developed by statisticians from Thailand.  They have a website http://www.r-ice.org
31) ARIMA forecasting

a1=arima(AirPassengers, order = c(1, 1, 0), seasonal = list(order = c(2, 1, 0), period = 12))

predict(a1, n.ahead=6)

32) Conic sections in Geometry can be plotted easily in R by a custom-made function.

If coefficients of quadratic defined by: ax^2+2bxy +cy^2+2dx+2ey+f=0

conic.plot <- function (a,b,c,d,e,f, xlim=c(-2,2), ylim=c(-2,2), 

n=20, ...) {  #THIS IS A NEW FUNCTION

  x0 <- seq(xlim[1], xlim[2], length=n)

  y0 <- seq(ylim[1], ylim[2], length=n)

  x <- matrix( x0, nr=n, nc=n )

  y <- matrix( y0, nr=n, nc=n, byrow=T )

  z <- a*x^2 + b*x*y + c*y^2 + d*x + e*y + f

  contour(x0,y0,z, nlevels=1, levels=0, drawlabels=F, ...)

}

#example

conic.plot(5,3,5,-2,2,-4)

33) Time series classes in R are ts or mts (multivariate time series)

In the package meboot the dataset called USconsum is of class mts

tsplot function for time series plotting is defunct.  Use 

library(meboot);data(USconsum)

ts.plot(USconsum[,"consum"]) #gives a proper time series plot

class(USconsum)#data are saved under what class?
[1] "mts" "ts" 
The R command "attach" does not operate on this class. So you

cannot access columns by name directly.  One way around this is to use
attach(data.frame(USconsum))# will allow access to data col. names.
ts.plot(consum) #will give time series plot without proper time axis

Ch. 10 SOME ECONOMETRICS /STAT PACKAGES

Package name is in bold letters at the start of a paragraph.

Be sure to use help(package=?)  Package names are in alphabetic order and bold

  Also, go to www.r-project.org  and click on CRAN for list and then click on package name and then click on pdf file having a reference manual (usually last item)

vignette(package = "strucchange")
will list names of manuals called vignettes that explain how to use a package.

vignette("strucchange-intro", package="strucchange")
will get the pdf file for view 

Reference Manuals are available at

https://cloud.r-project.org/web/packages/car/car.pdf
#  new function by Vinod to get the link to reference Manual on the web

Manual=function(package.name) {

pkg=deparse(substitute(package.name))

patha=c("http://cloud.r-project.org/web/packages/")

pathb=paste(c("/",pkg,".pdf"))

out=paste(c(patha,pkg,pathb), collapse="")

print("Manual(car) gives link to reference manual of package car")

return(out) }

#example Manual(car)
abind binds multi-dimensional arrays like cbind for columns and rbind for rows

actuar facilities to store, manipulate and summarize grouped data used by actuaries

 including value at risk etc.

z <- grouped.data(Group = c(0, 25,

 50, 100, 150, 250, 500),  freq=c(30,

 31, 57, 42, 65, 84)); z;mean(z)

       Group freq

1   (0,  25]   30

2  (25,  50]   31

3  (50, 100]   57

4 (100, 150]   42

5 (150, 250]   65

6 (250, 500]   84

plot(ogive(z)) #draws less than ogive

emm(z, order=1:4)# for empirical moments of a sample in actuar package

mde(z, pexp,  start = list(rate = 1/200),  measure = "CvM") #minimum distance estimation

AER package has wonderful examples for applied econometrics with full details. based on the book by Keeiber and Zeileis called Applied Econometrics wtih R.  This has 100 data sets with illustrative R code for using the data. demo("Ch-Intro") works out all code and graphics of Chapter 1

Agreement package computes several statistics for measuring agreement, for example, mean square deviation (MSD), total deviation index (TDI) or concordance correlation coefficient (CCC). ag=agreement(x, y);summary(ag); plot(ag)

animation package allows animation (try Newton's method)

library(animation)

mat = matrix(1:2, 2)#animation of central limit theorem  [Package distrTeach has neat functions for this

illustrateCLT(Distr = Unif(), len = 20)

also see: for law of large numbers

illustrateLLN(Distr = Unif())

clt.ani(obs = 300, FUN = rexp, col = c("bisque", "red", "black"),

mat = matrix(1:2, 2), widths = rep(1, ncol(mat)),

heights = rep(1, nrow(mat)))

#animation of Newton-Raphson method for roots

newton.method(FUN = function(x) x^2 - 4, init = 10, rg = c(-1, 10),

tol = 0.001, interact = FALSE, col.lp = c("blue", "red", "red"),

main="Demo", xlab="x", ylab="y")

#animation of qqnorm

sim.qqnorm(n = 20) #plots do not make sense to me

ape package has variance components 

plot.varcomp(ape)       Plot Variance Components

varcomp(ape)            Compute Variance Component Estimates

assist  Package for spline estimation of nonlinear nonparametric regression. see nnr

base       Readily available Datasets at all times   in base R:

airmiles        Passenger-Miles on US Airlines 1937-1960

co2             Moana Loa Atmospheric CO2 Concentrations

nhtemp          Yearly Average Temperatures in New Haven CT

presidents      Quarterly Approval Ratings for US Presidents

sunspots        Monthly Mean Relative Sunspot Numbers 1749-1983

uspop           Populations Recorded by the US Census

ARMA: 

acf, pacf, arima are all in the base (stats) package use help(arima) for details

http://www.uea.ac.uk/~gj/book/arma.code has additional code

BB Solving a Large System of Nonlinear Equations

bestglm

#Example 8. Logistic stepwise regression 

library(bestglm);data(SAheart)

bestglm(SAheart, IC="BIC", family=binomial)

#BIC agrees with backward stepwise approach

out<-glm(chd~., data=SAheart, family=binomial)

step(out, k=log(nrow(SAheart)))

#but BICq with q=0.25

bestglm(SAheart, IC="BICq", t=0.25, family=binomial)

binomial  package implements Wilson 1927 confidence interval for proportions

binom.confint(x, n, conf.level = 0.95, methods = "all")
#n=trials,x=no of successes, all 9 methods implemented
boot  bootstrap and has simplex command for linear programming

   comprehensive bootstrap package.  can do moving block bootstrap, bias corrected conf intervals, etc.  For example, if we have regerssin of y3 on y2 with a focus on slope coeff. where y3 and y2 are of length 100, say, Now define function theta as:

theta <- function(y, x) {reg <- lm(y ~ x)

  thet <- coef(reg)[2]#second coeff is slope

  return(thet)}; bigJ=999

tsb=tsboot(y3,statistic=theta, R=bigJ, sim="fixed", l=5,x=y2)

Now moving block boostrap has option "fixed" the second argument x of function theta (as defined above) is given as x=y2 in the call to tsboot.  Note that l=block length

Now tsb$t has the bigJ resamples of the statistic (slope coefficients)

boot.ci(tsb, type="norm") #computes confidence intervals

type="perc" gives percentile and "basic" gives basic conf intervals

boot.ci(tsb,  t0=t0,var.t0 = se^2, type="stud") #computes studentized confidence intervals. But does NOT WORK for me!

bvars package has Bayesian multivariate modeling macrodata till 2014 gdp, inf, tbi quarterly 269 data points is useful
car package has the Durbin Watson test with fuller details

    It also has heteroscedasticity corrected (White) standard errors if regression output is in 

    reg, then  hccm(reg) gives the revised standard errors, durbin.Watson(reg) will give

    not only the DW test statistic for lag 1 but also autocorr. coeff and P-value 

    (so u do not need any DW tables)  durbinWatsonTest(reg, max.lag=4) will give 4 lags.

    alternative=c("two.sided", "positive", "negative"),  allow these alternate hypotheses.

    qq.plot(reg) gives a quantile quantile plot of studentized regression residuals w.r.t. t

    confidence.ellipse(reg) will plot ellipse for regression coefficients.

    box.cox  has BoxCox family of transformations (alternative to logs)

m1 <- lm(time ~ t1 + t2, data = Transact) 

deltaMethod(m1, "b1/b2", parameterNames= paste("b", 0:2, sep="")) 

deltaMethod(m1, "t1/t2") # use names of preds. rather than coefs.

deltaMethod(m1, "t1/t2", vcov=hccm) # use hccm function to est. vars.

m2 <- nls(y ~ theta/(1 + gamma * x), start = list(theta=2, gamma=3)) will have parameters named c("theta", "gamma")
    recode variables[recode(strikes$T, 'lo:79=1 ; 80:hi=0 ', as.factor.result=FALSE)]

library(car)#another example of recode with semicolons

agecat<-recode(age, "20:29='A'; 30:34='B'; 35:39='C';40:54='D'", as.factor=T)

scatterplot(x,y) in car gives usual scatter plus fitted linear and lowess and box plots

library(car)#does hypothesis testing even for nonzero right sides

mod.duncan <- lm(prestige ~ income + education, data=Duncan)

## the following are all equivalent:

linearHypothesis(mod.duncan, "1*income - 1*education = 0")

linearHypothesis(mod.duncan, "income = education")

linearHypothesis(mod.duncan, "income - education")

linearHypothesis(mod.duncan, "1income - 1education = 0")

linearHypothesis(mod.duncan, "0 = 1*income - 1*education")

linearHypothesis(mod.duncan, "income-education=0")

linearHypothesis(mod.duncan, "1*income - 1*education + 1 = 1")

linearHypothesis(mod.duncan, "2income = 2*education")

#using c to combine several constraints

linearHypothesis(reg1, c("x1 =0","x2 =0","x3 =0"))

linearHypothesis(reg1, "(Intercept)=0")

hccm=  heteroscedascity consistent covariance matrix  type help(hccm) for details on hc1 to hc4 types of corrections.

data.ellipse(Prestige$income, Prestige$education, levels=0.1*1:9, lty=2)

confidence.ellipse(lm(prestige~income+education, data=Prestige), Scheffe=TRUE)

cr.plots(lm(prestige~income+education, data=Prestige), 

  variable="income")

cr.plots(lm(prestige~income+education, data=Prestige), 

  variable="education")

#for component plus residual plots

box.cox =Box-Cox Family of Transformations

caret package: useful one-line function "train" for predictive modeling
train(Species ~ ., data=iris, method="nnet")#neural network
train(Species ~ ., data=iris, method="rf")#random forests
train(Species ~ ., data=iris, method="rpart")#decision trees
caTools This has running (moving) mean, minimum, quantile etc.

CEoptim provides an R implementation of the cross-entropy method for optimization. e.g. lasso penalized objective function, maximum likelihood estimate by direct maximization

of the log-likelihood for the Dirichlet distribution, regime switching model estimation. CE is cross entropy (Kulback-Liebler distance) minimization.
chron package for chronological objects, dates.  julian(6, 24, 2008) #gives 14054 number of days from the start set at 1,1,1970 =unlist(month.day.year(0)), but unlist(month.day.year(1000)) gives  9    27  1972  as the answer for 1000th day

day.of.week(6, 13:24, 2008)#gives5 6 0 1 2 3 4 5 6 0 1 2  day of week
#2 for Tuesday, 0 for Sunday,  day.of.week(6, 10, 2010) #4 means it will be Wednesday

constrOptim(stats)        Linearly constrained optimization

ConvergenceConcepts Learning various convergence concepts with graphics see Lafaye-de-Micheaux and Liquet in American Statistician, May 2009 63(2) page 173

copula Multivariate Dependence with Copula estimation, testing

CorrBin package focuses on non-parametric methods for exchangeable correlated binary data with varying cluster sizes

corrplot package plots correlations corrplot(mtx, method="ellipse") 

    method="number"  order="AOE" for the angular order of the eigenvectors.

   "FPC" for the first principal component order
   corrplot.mixed(M, lower="number", upper="ellipse")
require(Hmisc);mycor=rcorr(mtx)$r

mtx2=mtx[,corrMatOrder(mycor,order="AOE")];head(mtx2)

#reorder data matrix by angular order of eigenvalues

crossdes Design and Randomization in Crossover Studies

all.combin(3,2)   #lists all possible combinations of 3 when 2 are taken out at a time

combn(letters[1:4], 2) also does the same without any package

MOLS(2,3) #gives 2^3 or 8 by 8 mutually orthogonal Latin squares. They are 7

(see magic package for some other Latin Squares when size is not a prime Number)

cwhmisc  package has many useful misc functions for plotting ellipses, cleaning NA's

rtf Rational Transfer Function objects for R

adaptsim and adaptlob approximate the integral of the function f using adaptive Simpson

and Lobatto rule. Both methods can deal with discontinuous functions.

CapLeading(string)  gives leading caps

cbind.colnames(c("x","F","ch","x"))

clean.na Clean a matrix or data frame of rows or columns of containing NA

> date()  #gives usual style output  (base package)

[1] "Wed Dec 10 16:43:14 2008"

> datetime() #gives European style output needs cwhmisc
[1] "2008-12-10, 4:42:54 PM"

eql(x,y) #checks equality including for NA and NaN

eql(c(NA,NaN,2,3),c(NA,NaN,1,2)) #> TRUE TRUE FALSE FALSE

frac(x,d) splits fractional part of a number,

heading("Very compact","","=",0,1)

Very compact

============

heading("standard")

lengths.angle(x, y) Compute lengths of two vectors and the angle between them

like Prepare new data for prediction

multi.fig.p Easy Setup for plotting multiple figures (in a rectangular layout) on one page. It allows to specify a main title, a bottom line, and uses smart defaults for several par calls.

x <- c(1,NA,2,5,-1:7)

my.table.NA(x)

n22dig Show vector or matrix (of 0 <= x <=1) in a compact way

z <- c(1.5, 5e-12, 2.33e-03, 8.12e+10, 2)

num2Latex(z)

numberof Count the number elements that satisfy a condition

prinV, prinM  prinT for nice printing of vectors and matrices by R

remove.dup.rows Remove duplicate rows

na.omit(Macrodat) #omit rows for gdpjp with missing data  remove is useful for data.frame

ok=complete.cases(Macrodat)

Macrodat2=Macrodat[ok,]  #gets rid of missing data

replacechar(str, char = "_", newchar = ".")

select.range Select values from a vector depending on a range in a second vector.

shapiro.wilk.test Shapiro-Wilk Normality Test

signp(-2:3)# -1 -1 1 1 1 1  MAKING zero as +1 for positive

sign(-2:3)  #This makes zero as sign of  -1 -1  0  1  1  1

smoothed.df Given a kernel density estimate, this function carries out a (very quick and dirty) numerical integration, and then fits a spline to get a function which can be used to look up cumulative probabilities . 

similar to xtable?

library(cwhmisc);tex.table(x)  creates LATEX code for any table with proper headings etc

library(stargazer)  has a great way of collecting several regressions (many regressions) into one latex table 

summary regression tables (gazer not stangle)  Nice regression summaries
stargazer(reg1,reg2,reg3)

It even collects adjusted R-square, F stat etc in a nice LATEX table which must be sent to latex

tri(c1,c2,c3, symb=7, grid=TRUE)  draws a triangle

weighted.mean1(c(7,1,2,4,10,15),c(1,1/3,1/3,1/3,1,1)) # 8.583333333 Also grouped mean

cov.wt(x, wt = rep(1/nrow(x), nrow(x)), cor = FALSE, center = TRUE,

       method = c("unbiased", "ML"))#weighted covariance matrix

If you want variance of group data with x as class mean and f as class

frequency use  

cov.wt(as.matrix(x),f)

library(SDMTools)

wt.mean(x=cbind(a1,a2,a3), wt=c(p1,p2,p3))
wt.sd

whole.number(c(pi,2,3)) # FALSE

whole.number(c(1,2,3)) # TRUE

data.bind package for merging data sets. row-binding: rbindlist(list(DT1,DT2))
date  Package for handling date objects. as.date(1) gives "2Jan60"; 

mdy.date(day=1, month=12, year=2000)# gives 1Dec2000

date.mdy(100)#Converts from Julian Dates to Month, Day, and Year

$month #4 $day 10 $year 1960

In the base package itself, Extract the weekday(), month() or quarter(), or the Julian time (days since some origin). These are generic functions: the methods for the internal date-time classes are documented here. ## Julian Day Number (JDN, http://en.wikipedia.org/wiki/Julian_day)

## is the number of days since noon UTC on the first day of 4317 BC.

julian(Sys.Date(), -2440588) # for a day

floor(as.numeric(julian(Sys.time())) + 2440587.5) # for 

denstrip package has neat generalization of Box plots with density strips being plotted.  Especially interesting is time series study of US accident deaths, fitting ARMA and plotting forecasting results with conf limits in plots.

Violin Plots work only after removing missing values

require(sm); require(vioplot)# da has the data frame with several columns

ff=function(g1){ g1[!is.na(g1)]}# removing missing values
vioplot(ff(da[,3]),ff(da[,4]),names= colnames(da)[3:4])

Design package has lrm for binary or ordinal logistic regression , 

      Hazard  as a function, lots of regression stuff

   vif(mod1)  # this gives variance inflation factors 1/(1-Rjsq) to 

          # assess collinearity if vif>5 then bad collinearity

   robcov does robust covariance matrix estimation (Huber-White method)

   library(Ecdat); data(StrikDur)  #strike duration data

   cph(Surv(dur) ~ gdp)  #Cox proportional hazard model, etc.

   bj(Surv(dur) ~ gdp) # Buckley James censored least sq.  

   bootstrap cov estimates, anova, 

     lrm Logistic Regression Model, psm  parametric survival model

      Penalized ML  estimation, plots survival curves, variance inflation factors, etc.

      Restricted maximum likelihood estimator (REML) & generalized least squares (GLS)

      glsD(dur~gdp);   survfit(Surv(dur) ~ gdp)

       bootcov bootstrap covariance matrix for regression 

    The hazard.ratio.plot function of Design package repeatedly estimates Cox regression coefficients and confidence limits within time intervals. The log hazard ratios are plotted against the mean failure/censoring time within the interval.

       hazard.ratio.plot(gdp, Surv(dur))

   cut2(oilage,g=2)  cuts the oilage data into 2 quantile groups

   fit <- survfit( ... as for ordinary calculation ... )

   survplot(fit, fun=function(x)1-x)

packageName:: R functionName   its description

datapasta::vector_paste()# adds quotes to clipboard
datapasta::df_paste()# converts clipboard stuff to data frame
denstrip::densregion.survfit   Density regions for survival 

Design::survfit.cph     Cox Predicted Survival

Design::survfit.formula  Compute a Survival Curve for Censored Data

Design::survplot        Plot Survival Curves and Hazard Functions

Design::groupkm  Kaplan-Meier Estimates vs. a Continuous Variable

DT::datatable(mydf) creates an interactive HTML table; 
DT::datatable(mydf, filter = "top") adds a filter box above each row.

fst:: write.fst(mydf, "myfile.fst", 100) large file save
Hmisc::bootkm           Bootstrap Kaplan-Meier Estimates

Hmisc::Cs    character string with quotes from c(a, aa,c) etc

janitor:: adorn_totals() adds a totals row and/or column to a data frame. 
janitor:: clean_names() takes column names with spaces and other non-R-friendly 
          characters in them and makes them R-compatible. 

janitor::tabyl() function, which easily creates crosstabs with counts and percents 
          and returns a data frame.
locfit::km.mrl          Mean Residual Life using Kaplan-Meier estimate

rio::convert("myfile.xlsx", "myfile.csv")
survival::cox.zph  Test the Proportional Hazards Assumption of a Cox Regression

    if all smoothed curves are flat, proportional hazard is a reasonable assumption.

survival::plot.cox.zph  Graphical Test of Proportional Hazards

diagram draws flow charts Try example(plotmat)
dispmod package does over-dispersion (Poisson) model for count data

dse1 and dse2   have the Dynamic Systems Estimation multivariate time series package. Contains  PADI, juice and monitoring extens.  dse1 (the base system, including multivariate ARMA and state space models), dse2 (extensions for evaluating estimation techniques, forecasting, and for evaluating forecasting model), tframe (functions for writing code that is independent of the  representation of time). and setRNG (a mechanism for generating the same random numbers in S and R). Bank of Canada examples are cited in the 2006 version of the package. 

RDieHarder is a fairly straightforward 'port' of the dieharder command-line functionality to GNU R. It gives R access to Robert G. Brown's dieharder for random number generation.
dyn time series data lm, glm, loess etc easily handled e.g.  library(dyn)

y <- ts(1:12, start = c(2000,2), freq = 4)^3

x <- ts(1:9, start = c(2000,3), freq = 4)^2

# can be used with numerous different regression functions

y.lm <- dyn$lm( window(y, start = c(2000,4)) ~ diff(x) )

y.lm <- dyn$lm( y ~ diff(x) )

y2.lm <- update(y.lm, . ~ . + lag(x,-1)) #negative lag= real lag ; cbind(y,lag(y,1),lag(y,-1))

y.glm <- dyn$glm( y ~ diff(x) )

y.loess <- dyn$loess( y ~ diff(x) )

y.lowess <- dyn$lowess( y[1:8] ~ diff(x) )

plot(y, main = "lowess(y)")

lines(lowess(y), col = 2)

dynlm  Linear model for time series data L(x,-1) does first lag , d(x,2) for 

             second difference.  reg2<- dynlm(cc ~ L(cc, 1) + L(gdp, 1), start = c(1947) )

Ecdat   This package has econometrics data from almost all textbooks etc. e.g. SumHes has Penn World table data from Summers and Heston.Macrodat : US Macroeconomic Time Series unemployment, inflation, etc. Mishkin : Inflation and Interest Rates MoneyUS : macroeconomic Series for the United States Mpyr : Money, National Product and Interest Rate   Just type help and one of these names and get info about all others

energy  package for distance correlations Skezely (Annals) dcor(x,y)
exactRankTests Package has perm.test(ppdiff)#permutation test

perm.test(ppdiff, alternative="less")

wilcox.exact  Performs one and two sample Wilcoxon tests on vectors of data for possibly tied observations.

fAssets   has assetsLPM(x, tau, a, ...) to compute asymmetric lower partial moments from a time series of assets. Value at Risk, etc

fArma is a powerful package, FGN=fractional gaussian noise process provides a parsimonious model for stationary increments of a self-similar process parameterised by the Hurst exponent H and variance. Fractional Gaussian noise with H < 0.5 demonstrates negatively autocorrelated or anti-persistent behaviour, and FGN with H > 0.5 demonstrates 1/f , long memory or persistent behaviour, and the special case. The case H = 0.5 corresponds to the classical Gaussian white noise.

fBasics, fCalendar(renamed as timeDate), fChaos, fCopulae, fGarch, fImport, fPortfolio (help(dataSets), help(SMALLCAP))tail(SMALLCAP.RET), fSeries=timeSeries(new name), fMultivar, fEcofin (financial data economic market statistics from the data available in the CIA World Factbook and from the exchange data collected by the World Federation of Stock Exchanges.), 

library(timeDate); timeSequence(from="1/1/2001", to="1/20/2001")#lists

 [1] [2001-01-01] [2001-01-02] [2001-01-03] [2001-01-04] [2001-01-05]

…   etc etc  and

[16] [2001-01-16] [2001-01-17] [2001-01-18] [2001-01-19] [2001-01-20]

timeSequence(from="1/1/2001", to="1/20/2001", by="week")#gives

[1] [2001-01-01] [2001-01-08] [2001-01-15]

timeSequence(from = "2004-03-12", to = "2004-04-11",

        format = "%Y-%m-%d", FinCenter = "GMT", by="week")

tS=timeSequence(from = "8/10/2010",  by = "day", length=30)#US style

cbind(tS, dayOfWeek(tS)) #gives list of dates and days

#better for weekly data

Following is in the base package. Excel stores January 1, 1900, as serial number 1

If one uses "paste special" and chooses values, one gets dates in this sequence.

seq(as.Date("1999/1/1"), as.Date("1999/1/1"), "weeks")

tim=seq(as.Date("2000/1/1"), as.Date("1999/1/1"), by="-1 weeks")

-1 and space is needed inside quotes to go backwards

This is useful, since data may have distinct starting values

tim=seq(as.Date("2000/1/1"), length=10, by="-1 weeks")

Dates in R are represented as the number of days since 1970-01-01, with negative values for earlier dates printed by Gregorian calendar.

as.Date(40319, origin="1899/12/30")#start is not Jan.1,1900

#[1] "2010-05-21" this R output agrees with Excel date May 21, 2010

#for example, if Date2 contains date information values by EXCEL 97

Dte2=as.Date(Date2, origin="1899/12/30")#start is not Jan.1,1900

plot(Dte2, WTIPrice, typ="l")#This gives correct plot dates

#this plots irregular daily time series despite missing days

#in excel file already in memory and attached to access WTIprice column

ts(1:10, frequency = 12, end = c(1959, 2)) # 2nd Quarter of 1959

#     Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

#1958                   1   2   3   4   5   6   7   8

#1959   9  10                                        

ts(1:10, frequency = 52, end = c(1959, 2)) # 2nd Quarter of 1959

#Time Series:

#Start = c(1958, 45) 

#End = c(1959, 2) 

#Frequency = 52 

# [1]  1  2  3  4  5  6  7  8  9 10, shows that ts()is very clever

#and works even if we give only the ending date

fExtremes, has Value at risk computations fOptions, 

fEcofin#this library has lots of financial economic time series data for many countries. US CPI, Industrial production, nyse daily, Shiller data on irrational exhuberance. Has many useful matrix algebra functions for: norm of a matrix, isPositiveDefinite checks if a square matrix is positive definite, and the function makePositiveDefinite forces a matrix to be positive definite. 

	rk 
	Returns the rank of a matrix, in fBasics

	inv
	Inverse of a matrix

	tr 
	Returns trace of a matrix, 

	t 
	Returns the transposed matrix, 

	vech 
	Is the operator that stacks the lower triangle, 

	vec 
	Is the operator that stacks a matrix.


fExtremes Package for financial engineering and extreme value methods

fGarch package for garchFit, garchPredictor, show.fGARCH (plots), garchSim (simulate)

fit=garchFit(~garch(1,1),data=ribm)#if ribm are monthly returns

plot(fit)  #gives 10 types of plots

 garchFit is a numerical implementation of the maximum log-likelihood approach under different assumptions, Normal, Student-t, GED errors or their skewed versions. The parameter estimates are checked by several diagnostic analysis tools including graphical features and hypothesis tests. Functions to compute n-step ahead forecasts of both the conditional mean and variance are also available.

fImport  import download data from the Internet Economagic, StLouis Fed Reserve (FRED)

library(fImport)

http://finance.yahoo.com/q/hp?s=^GSPC  (S&P 500 index symbol is ^GSPC

^NSEI is S&P CNS Nifty index  enter the letters in get quote box to know the name of the symbol to be used for get.hist.quote of package tseries

                         Keyname  Statistic

1                           Date 2007-03-16

2                     Market Cap         NA

3               Enterprise Value         NA

4                   Trailing P/E         NA

5                    Forward P/E         NA

6                      PEG Ratio         NA

7                    Price/Sales         NA

8                     Price/Book         NA

9       Enterprise Value/Revenue         NA

10       Enterprise Value/EBITDA         NA

11  Forward Annual Dividend Rate         NA

12 Forward Annual Dividend Yield         NA

13                         Beta:         NA

http://research.stlouisfed.org/fred2/  Has list of names of series

allows you to "download all" hundreds of series

NSA = Not Seasonally Adjusted, SAAR = Seasonally Adjusted Annual Rate, NA = Not Applicable.  http://research.stlouisfed.org/fred2/popularseries
lists names of popular series 

library(fImport)

PCE=fredSeries("PCE")  #downloads personal cons exp series from FRED

UNRATE= fredSeries("UNRATE")#civilian unemployment rate

head(UNRATE); tail(UNRATE)#note it is monthly starting in Feb 1970

UNRATE2=ts(UNRATE, from=c(1970,2),frequency=12)

plot(UNRATE2)#gives a time series plot

PCDGCC96=Real Personal Consumption Expenditures: Durable Goods

PCDGCC96=fredImport("PCDGCC96");head(PCDGCC96@data)#quarterly

PCDGCC96t=ts(PCDGCC96@data, start=c(1995,1),frequency=4)

PCNDGC96=Real Personal Consumption Expenditures: Nondurable Goods

PCNDGC96=fredImport("PCNDGC96")

head(PCNDGC96@data)

PCNDGC96t=ts(PCNDGC96@data, start=c(1995,1), frequency=4)

plot(PCNDGC96t)

MFPNFBS,OPHNFB,CES0500000003
tsm <- cbind(ts1, ts2, ts3)#combining 3 quarterly series as ts objects
tsm <- ts(tsm, start=c(2000, 1), frequency = 4)

plog(tsm)#will plot by using plot.ts
Personal Consumption Expenditures (PCECA) annual not seasonally adjusted
consu=fredImport("PCECA"); head(consu@data); tail(consu@data)  #billions of dollars

cons=ts(consu@data,start=1929)

Population, Total for United States (POPTOTUSA647NWDB) unit= persons
Total population is based on the de facto definition of population, which counts all residents regardless of legal status or citizenship

POP=fredImport("POPTOTUSA647NWDB"); head(POP@data);tail(POP@data)  

PO=ts(POP@data,start=1960)
conspop=ts.intersect(cons,PO); head(conspop)

conspc=conspop[,1]/(conspop[,2]/1000000) #per capita consumption expenditures in thousands of dollars

quantmod  may be useful here  
getSymbols.FRED {quantmod}   is the function

> getSymbols("GBP/USD",src="oanda")

[1] "GBPUSD"   
unfortunately, oanda data available for most recent 90 days only.

http://www.federalreserve.gov/releases/housedebt/
http://www.zacks.com/ZER/rd_report.php?f_ticker=ABI#
http://www.zacks.com/research/earnings
A great free Internet data source is called Quandl  (spelling is not quindle) data search
www.quandl.com  sign up and get a token,  get the series u want, find its code and

use R package called Quandl, "universal data parser" which has thus far parsed about 4 million datasets, World Bank, IMF, etc etc. For example, India sanitation data
http://www.quandl.com/help/api
library(Quandl)
Quandl.api_key(“your authentication token”)
Quandl.search("USA income decile")0000
qudata = Quandl("ECPI/WAGE_DECILE_ALL", authcode=" UsxeTqv72MRbp1GCRZ7",collapse="yearly")#not work even with right code
qudata = Quandl("WORLDBANK/IND_SH_STA_ACSN",collapse="yearly",

start_date="1990-12-31",type="ts", authcode="UsxeTqv72MRbp1GCRZ7")
library(Quandl)

hpidata <- Quandl("YALE/NHPI", type="ts", start_date="1990-01-01")

plot.ts(hpidata, main = "Robert Shiller's Nominal Home Price Index")

gdpdata <- Quandl("FRED/GDP", type="ts", start_date="1990-01-01")

pidata <- Quandl("FRED/PINCOME", type="ts", start_date="1990-01-01")

umdata <- Quandl("UMICH/SOC43", type="ts")[, 1]

plot.ts(cbind(gdpdata, pidata),  main="US GPD and Personal Income, billions $")

plot.ts(umdata, main = "University of Michigan Consumer Survey, Selling Conditions for Houses")

change the sampling frequency: data <- Quandl("FRED/GDP", collapse="annual")
To perform elementary calculations on the data: data <- Quandl("FRED/GDP", transform="rdiff")
http://www.quandl.com/help/api-for-macroeconomic-data
http://www.quandl.com/resources/useful-lists
# authcode="UseYourOWnCode")# shevati X
qu=ts(qudata,start=1990)#new name for data with correct starting date

For continued use of the API, you are required to register an account with Quandl. If you already have one, go to your account page, under the API tab and copy your authentication token. Then after the Quandl library is loaded type this (including the quotes):

Quandl.auth("yourauthenticationtoken")

Now when you call the Quandl function it will automatically use that authentication token to connect with the Quandl API and extend your use.

As well you have access to the API features from within the function.

API Capabilities

Date truncation

mydata = Quandl("NSE/OIL", start_date="yyyy-mm-dd",end_date="yyyy-mm-dd")
Quandl.search("unemployment", authcode="UsxeTqv72MRbp1GCRZ7")#this code 

#is not correct, it is given as an example
Graph embed example and help:  www.quandl.com/graph-embed-is-ready
More on the philosophy behind the feature:  blog.quandl.com/2013/05/01/graph-embed-on-quandl/

http://www.google.com/publicdata/directory
is also useful.  The following are human develop. indicators UNDP

http://hdrstats.undp.org/en/indicators/default.html
with Quandl, we can do Fama French factors in one line of code.  Note:  this data is available in multiple formats (JSON, CSV, XML) from the API and for multiple code languages.# use Quandl Kenneth French Fama/French
fNonlinear for nonlinear modeling including chaos

forecast package

x is your monthly time series, then you can construct annual totals as follows.

	library(forecast)
y <- filter(x,rep(1,12), sides=1) # Total of last 12 months


To get the forecasts of the annual totals:

	fit <- auto.arima(y)
forecast(fit,h=12)


In the unit root case auto.arima chooses KPSS test as default for unit root testing.  The last forecast is for the total of the next year.

Note that diff(y,lag=1) is the same as diff(x,lag=12). So, provided [image: image1.png]


, if an ARIMA(p,d,q)(P,D,Q)12 is appropriate for the x series, then an ARIMA(p,d+1,q)(P,D-1,Q)12 is appropriate for the y series. However,auto.arima may not choose the equivalent models because the filtering and differencing will lead to different numbers of observations. To take advantage of this result, and use all the available data as efficiently as possible, the following code is better, assuming [image: image2.png]


 is appropriate for x:

	fit <- auto.arima(x,d=1,D=1)
fit$arma[c(6,7)] <- c(2,0)
fit <- Arima(y,model=fit)
forecast(fit,h=12)


fPortfolio etc from financial economics   lmacfPlot long memory autocorrelation function plot, 

logpdfPlot logarithmic density plots,

qqgaussPlot Gaussian quantile quantile plot,

scalinglawPlot scaling behavior plot,

teffectPlot Taylor effect plot.  The "Taylor Effect" describes the fact that absolute returns of speculative assets have significant serial

correlation over long lags. Even more, autocorrelations of absolute returns are typically greater

than those of squared returns. From these observations the Taylor effect states, that that the autocorrelations

of absolute returns to the the power of delta, abs(x-mean(x))^delta reach their

maximum at delta=1.  For various robust covariance estimators use:

covEstimator uses standard covariance estimation,
mveEstimator uses the function "cov.mve" from the MASS package,
mcdEstimator uses the function "cov.mcd" from the MASS package,
lpmEstimator returns lower partial moment estimator,
kendallEstimator returns Kendall's rank estimator,
spearmanEstimator returns Spearman's rankestimator,
covMcdEstimator requires "covMcd" from package robustbase,
covOGKEstimator requires "covOGK" from package robustbase,
nnveEstimator uses builtin from package covRobust,
shrinkEstimator uses builtin from package corpcor. 

fMultivar  has 2SLS, 3SLS, weighted 2SLS, SUR seemingly unrelated equations. 

removeNA Removes NAs from a matrix object,

substituteNA substitute NAs by zero, the column mean or median,

interpNA interpolates NAs using R’s "approx" function,

RollingAnalysis =Rolling Analysis

getReturns =Computes returns given a price series,

ohlcPlot =Plots open–high–low–close bar charts,

sharpeRatio =Computes Sharpe Ratio,

sterlingRatio =Computes Sterling Ratio,

maxDrawDown =Computes maximum drawdown.

GLM – Generalized Linear Models (y can be counts or binary, link function relates to regressors similar to the  X in the usual regression)

GAM – Generalized Additive Models (link fn + smooth individually each regressor)

     package gam is very powerful
         package mgcv has plot.gam.  gam are similar to glm except that gam uses linear combinations of smooth function of regressors (one at a time) whereas glm uses the regressors themselves.  ace (avas) models do not have link functions but they allow response to be transformed by the explanatory variables or a smooth of such variables.

PPR – Projection Pursuit Regression (similar to ppreg of S+)

MARS – Multivariate Adaptive Regression Splines

         library(fBasics)  #a nice plot of cumulative returns in NYSE

     data(nyseres); x = as.ts(nyseres)

     par(mfrow = c(2, 1), cex = 0.75) #two plot columns

     plot(100*x, type = "l", col = "steelblue4",

     main = "NYSE Composite Index"); grid()

     plot(cumsum(x), type = "l", col = "steelblue4",

               main = "Cumulated NYSE Index"); grid()

   help(fBasicsData)  #will give info on other data

   #data(‘the name of the data set without the extension .csv etc’)

     data(berndtInvest) command will get Beerndt’s stock market data from fPortfolio

fUnitRoots  has pretty plots for various unit root tests

X=AirPassengers 

adfTest(X)  # accepts the null of unit root gives P value

urdfTest(X) #gives greater details and graphs for ADF tests

urersTest(X)# Elliott-Rothenberg-Stock tests unit root null

urkpssTest(X) #KPSS test with stationarity as the null

# Phillips and Perron test use following

urppTest(X)#does beautiful graphs in addition to testing

urzaTest(X) # For Zivot and Andrews test with figures

urspTest(X) # For Schmidt-Phillips test with figures

fields package has summary stats  e.g. stats(x) gives length and missing values

financial #this library does time value of money or similar financial calculations in R 

forecast package has function called Arima if we have x regressors in addition
ndiffs  finds number of differenes needed for stationarity
ndiffs(x, alpha=0.05, test=c("kpss","adf", "pp"))

nsdiffs(x, m=frequency(x), test=c("ocsb","ch"))#seasonal differences
fracdiff  #this library is for long-memory models

fSeries  has Rmetrics - The Dynamical Process Behind Markets, arch garch etc

https://r-forge.r-project.org/R/?group_id=156
lists all R packages useful in Finance  fACD - Autoregressive Conditional Duration Models in R 

fAssets - Rmetrics - Assets Selection and Modelling 

fEcofin - Economic and Financial Data Sets 

fImport - Rmetrics - Economic and Financial Data Import 

fMarkovSwitching - R Package for Estimation, Simulation and Forecasting of a Univariate Markov Switching Model

fPortfolio - Rmetrics - Portfolio Selection and Optimization - ebook available at www.rmetrics.org 

fPortfolioAdvanced - Rmetrics - Advanced Portfolio Selection and Optimization 

fRegression - Regression Based Decision and Prediction 

fSeries - Financial Time Series Objects 

Rdonlp2 - an R extension library to use Peter Spelluci's DONLP2 from R

DONLP2(http://plato.la.asu.edu/donlp2.html) is a general purpose nonlinear constrained programming problem solver written by Peter Spelluci. Rdonlp2 is a wrapper library to use it from R.

Rnlminb2 - Rmetrics - Nonlinear programming with nonlinear constraints 

Rsolnp2 - Non-linear Programming with non-linear Constraints 

timeSeries - Rmetrics - Financial Time Series Objects 

install.packages("dprint", repos="http://R-Forge.R-project.org")

fso  fuzzy set  ordination ecology package uses Gram-Shmidt

gam package has useful functions for generalized additive modeling.  specified by giving a symbolic description of the additive predictor and a description of the error distribution. gam uses the backfitting algorithm to combine different smoothing or fitting methods. The methods currently supported are local regression and smoothing splines. 

gdata package has useful function read.xls for reading Excel, interleafing, rename, resample

          read.xls  is useful onlyif you have a language called Perl loaded into your computer.  I got it by googling the word "perl download" clicking on

ActiveState ActivePerl Free Download
 Continue MSI under my windows system, accept stuff and restart computer. 

I have an excel file called belldata.xls in c:\data directory.  To read it, I open R and type

library(gdata); help(package=gdata)

bell=read.xls("c:/data/belldata.xls"); summary(bell);

nobs(bell) #gives number of non-missing obervations in each column

If you have quarterly data Q1 to Q4 and want a long string

qle=length(Q1);matrix(interleave(Q1,Q2,Q3,Q4),nrow=qle*4)

outmtx=interleave(coef,se) gives alternate rows coefficients. SEs

tapply(X=x, INDEX=list(by1, by2), FUN=FUN, ...).
gee package does generalized estimating equations estimation, usually for models with

        limited (categorical) variables.

        yags is another package which also does GEE estimation has functions including lmsqreg

ggplot2  nifty plotting routines 

if u use lattice or ggplot2 for plot creation,  library(directlabels)  labels points (or lines) automatically. directlabels has numerous algorithms to calculate best positioning.
glmnet  has ridge regression (alpha=0) and LASSO (alpha=1) regression
ridge.mod =glmnet (x,y,alpha =0, lambda =grid)
library(glmnet); library(ISLR)

x=model.matrix (Salary~.,Hitters )[,-1]#exclude col. 1

yy=Hitters$Salary

head(yy) # as many NAs or missing values

y=yy[!is.na(yy)]#remove missing data this way
googleVis   visualization package, can do motion charts of World Bank data
gvisMotionChart is a useful function.  See usage:

http://www.inside-r.org/packages/cran/googleVis/docs/gvisMotionChart
gplots plot group means with confidence intervals. perspective plot uses histograms

plotmeans(y ~ country, main="Heterogeineity across countries", data=Panel); detach("package:gplots") 

gtools package for all possible combinations and permutations

       permutations(3,2,letters[1:3])#

quantcut(x, q=4) #Create a factor variable with 4 categories using best 

# choice from x the continous variable

boxplot(split(x,g), col="lavender", notch=TRUE)#notched box plots

base package has a strange function called "aperm" (array dimension permutation) to  Transpose an array by permuting its dimensions.  mostly for 3-way arrays. e.g: x  <- array(1:24, 2:4);x;aperm(x, c(2,3,1))

combinations(gtools) Enumerate the Combinations or Permutations of

                        the Elements of a Vector

hdrcde new kind of confidence interval for bootstrap? highest density region HDR

hdr(x)# gives confidence intervals 99, 95 50%

hdr.den(x) #plots the conf.   Use hdr.den(x, prob=90) to draw only 90% intervall

Hmisc  package does ecdf plotting, imputation for missing values aregImpute 

bpplot(x1,x2,x3,name=c("a","b","c")) # plots vertical box percentile plots like box plots
see www.math.smith.edu/muchado-appendix.pdf Amer Statistician  Feb 2007 Horton pp79-90 see theory of filling missing data using EM algorithm etc

'bystats' and 'bystats2' are useful functions for doing stats by categories

trap.rule computes the area under a curve using the trapezoidal rule, assuming x is sorted

all.is.numeric Check if character strings are legal numerics

approxExtrap(x=myp, y=p, xout=0.025)
Cs Vector of character strings from list of unquoted names

csv.get Enhanced importing of comma separated files labels

datadensity Snapshot graph of distributions of all variables in a data frame. 

                    For continuous variables uses scat1d.

drawPlot Simple mouse-driven drawing program, including a function

for fitting Bezier curves

Ecdf Empirical cumulative distribution function plot (upper Case E)

hist.data.frame Matrix of histograms for all numeric vars. in data frame

                         Use hist.data.frame(data.frame.name)

impute Impute missing data (generic method)

latex   this Converts an R object to LaTeX (R Heiberger & FE Harrell), creates a dvi file output

   x=matrix(1:20,4,5); latex(x, file='c:/temp/myx.tex')

 reg1=lm(y~x+z); sr=summary(reg1); names(reg1)

 sr1=round(sr$coeff,5)

sr2=c(sr$sig, sr$r.sq, sr$adj.r.sq, sr$fstat)

names(sr2)=c("Residual standard error", "Multiple R-squared",

 "Adjusted R-squared", "F-statistic", "Numerator df", "Denominator df")

latex(round(sr2,5), file="c:\\temp\\latexconv2.tex", 

title="Regression output")#creates a nice Table in Latex

colnames(sr1)[4]="Pr($>|t|$)"  #needed to get the symbol >

latex(sr1, file="c:\\temp\\latexconvert.tex", Title="Reg1")

hoeffd Matrix of Hoeffding’s D Statistics D

is a measure of the distance between F(x,y) and G(x)H(y), where F(x,y) is the joint CDF of X and

Y, and G and H are marginal CDFs. print.hoeffd prints the information derived

by hoeffd. The higher the value of D, the more dependent are x and y.
Lag(1:5,2)  #shift=2 is positive shift even if they call it lag

[1] NA NA  1  2  3

minor.tick Add minor tick marks to an existing plot

mtitle Add outer titles and subtitles to a multiple plot layout

nomiss Return a matrix after excluding any row with an NA

plsmo Plot smoothed x vs. y with labeling and exclusion of NAs

           Also allows a grouping variable and plots unsmoothed data

rcorr Pearson or Spearman correlation matrix with pairwise deletion of missing data

rcspline.eval {Hmisc} restricted cubic spline

reShape can Reshape a matrix into 3 vectors, reshape serial data

sedit   string editing function

setpdf Adobe PDF graphics setup for including graphics in books

           and reports with nice defaults, minimal wasted space

spearman Spearman rank correlation coefficient spearman(x,y)

spearman.test Spearman 1 d.f. and 2 d.f. rank correlation test

spearman2 Spearman multiple d.f. _2, adjusted _2, Wilcoxon-Kruskal-

                   Wallis test, for multiple predictors

trap.rule Area under curve defined by arbitrary x and y vectors,

               using trapezoidal rule

uncbind Form individual variables from a matrix

labcurve  function to label curves after they are already drawn

substring.location('abcdeab','ab')#$first [1] 1 6

#$last [1] 2 7  #this gives where the last letter b of the 

#string ab is located

replace.substring.wild('this is a cat','this*cat','that*dog')

#gives that is a dog

ineq  package for study of inequalities including Gini coefficient

Gini(x)

RS(x)

Atkinson(x, parameter = 0.5)

Theil(x, parameter = 0)

Kolm(x, parameter = 1)

var.coeff(x, square = FALSE)

entropy(x, parameter = 0.5)

     poverty measures are: Watts(x,k)

Sen(x,k)

Foster(x,k,parameter=1)

     Concentration Measures are: Herfindahl(x, parameter = 1)

Rosenbluth(x)

ISwR    introductory stats with R book using Biological examples

its   Irregular time series operations (cumulate, display, lag, weekdays, etc)

JLLprod  Jacho-Chávez, Lewbel and Linton (2005) nonparametric estimators of Homothetic and Generalized Homothetic production functions. kernel estimation

locpoly function in JLLprod performs Local Polynomial Regression up to order 3 for the model Y=m(x) + e, where m(x)=E[Y|X=x], where x is a kx1 vector of covariates.

KalmanLike (stats) kalman filtering smoothing etc in in stats package

Kendall Kendall’s tau or its signficance level, the base function cor and

cor.test are recommended. The purpose of this package is to implement the Mann-Kendall test, the seasonal Mann-Kendall trend test as well as computing the Kendall score.

kernlab  Kernel-based machine learning methods, has y and X matrix for regression. Maybe too big for econometric applications

csi function in in Package ‘kernlab’ is an implementation of an incomplete Cholesky decomposition algorithm which exploits side information (e.g. classification labels, regression responses) to compute a low rank decomposition of a kernel matrix from the data. Usage

## S4 method for signature 'matrix':

csi(x, y, kernel="rbfdot", kpar=list(sigma=0.1), rank, centering = TRUE, kappa = 0.99 ,delta = 40 ,tol = 1e-5)  #almost seems to do regression, but not quite

KernSmooth

locpoly= function to estimates a probability density function, regression function or their derivatives using local polynomials. A fast binned implementation over an equally-spaced grid is used.

kknn: Weighted k-Nearest Neighbors 

Weighted k-Nearest Neighbors Classification and Regression In 'class' library (use the knn(), knn.cv() or knn1() function. It is also available in the 'caret' library (use the knn3() function) 
ks: Kernel density estimators and kernel discriminant analysis for multivariate data

lattice  package has xyplot,  qqmath (qq plots with mathematical distribution). has simpleKey(lattice)  Function to generate a simple key

draw.key(lattice)       Produces a Legend or Key with more options than legend()

so-called trellis graphics are available in this package.

draw.colorkey(lattice)

                        Produce a Colorkey for levelplot

simpleKey(lattice)      Function to generate a simple key

barchart(table(x))  draws horizontal barplots

leaps package for all possible subsets regressions and finding the best automatically

lgtdl 

A set of methods for longitudinal (PANEL) data objects.  It may be too sophisticaled. It creates a class of objects called longitudinal

lhs  Latin hypercube sampling using k-dimensional latin squares

lme4a  D. Bates at UseR if too many levels are present (for example 50 states in US) use random effects model.  function lmer() for additive random effects.

REML is for residual maximum lkhd. function ranef()

caterpillar plot is useful   REML=FALSE does regular Maximum Lkhd, use for likelihood ratio tests across models since the usual lkhd calculation divides by degrees of freedom and for comparisons across models this may not be appropriate. (n-p) denominator might give the penalty wrong way! (Says Prof Bates)

Do not put covariates in both fixed and random effect slots (collinearity)

There are vector valued random effects models (No. of parameters n becomes n^2)

Profiling of likelihood function near the optimum helps decide if effects are linear (if not Std Error is not meaningful).  Profile pairs plots are available

GLMM  generalized linear mixed models  (These often do not need a separate variance parameter, because if link is Poisson mean=variance.  similar relations hold for binomial, so that once mean is determined, the variance is functionally related to the mean

Another useful comparison operator is %in% for selecting a

subset of the values in a variable.

> str(sprayDEF <- subset(sprays, spray %in% c("D", "E",

+ "F")))

R> 5 %in% 5:6

[1] TRUE

R> 5 == 5:6

[1]  TRUE FALSE

R> "hi" %in% c("h1", "h2", "hi")

[1] TRUE

R> "hi" == c("h1", "h2", "hi")

[1] FALSE FALSE  TRUE

lmtest  package has Wald LM tests,  linear model tests like Phillips Pearce, etc.

    It also has a dataset called valueofstocks  RESET test of specification, sctest is for Chow test,  bptest does Breusch-Pagan test for heteroscedasticity, cox test for non-nested models, J test for non-nested models.  waldtest =Wald test for nested models

    coeftest  tests estimated coefficients  z test quasi t test also  generic function

    A multivariate quarterly time series from 1960(1) to 1977(3) with variables 

VST=value of stocks, MB= monetary base, RTPD= dollar rent on producer durables,

RTPS = dollar rent on producer structures, XBC= production capacity for business output.

data(valueofstocks)

lm(log(VST) ~., data=valueofstocks)# includes all regressors

  coeftest(x, vcov. = NULL, df = NULL, ...) generic function for performing z and (quasi-)t tests of estimated coefficients. 

locfit  local fitting package

lokern Nonparametric estimation of regression functions and their derivatives with kernel regression estimators and automatically adapted (global) plug-in bandwidth. glkerns(x,y,deriv=1) gives derivatives  (use them for elasticities)  there are too many coefficients or elasticities (one at each point) but we can average them

magic package to create and investigate magic squares. Has functions panmagic.4(), panmagic.8() and magic.8() giving Latin squares of sizes 4 and 8  See package crossdes for prime number size matrices

mAr  has Lydia Pinkham advertising sales data and multivariate Autoregression (VAR)

margins  package has margins(reg1) computes marginal effects despite interaction terms
  even when glm is used with factor inputs. Stata command margins translated to R
MASS  library has all kinds of useful routines by Venables and Ripley including boxcox

            to draw profile likelihood functions for regressions. 

          ordered logit or probit regressions, called polr(proportional odds logistic regression). 

     rlm=Fit a linear model by robust regression using an M estimator

    rnegbin Simulate Negative Binomial Variates also has way to fit GLM neg binomial

   mca= multiple correspondence analysis, of a

    ridge regression

    fitdistr(x, densfun, start, ...) for fitting "beta", "cauchy", "chi-squared", "exponential", "f", "gamma", "geometric", "log-normal", "lognormal", "logistic", "negative binomial", "normal", "Poisson", "t" and "weibull"  to data.

matlab  emulates the matlab system software in R

Matrix  package.  Type vignette("Intro2Matrix") to get a manual.

  Schur(Matrix)           Schur Decomposition of a Matrix

  chol(Matrix)            Choleski Decomposition - 'Matrix' S4 Generic

 gchol(kinship)          Generalized Cholesky decompostion

 expm(Matrix)            Matrix Exponential

matrixStats  package colMedians() is ~53 times faster, (more efficient, uses C) than apply(..., MARGIN=2, FUN=median).  Also has rowQuantiles()logSumExp()
mclust function em does the EM algorithm starting with E-step for parameterized Gaussian mixture models.

mda mixture & flexible discriminant analysis (DA) other DA packages are candisk, fpc, MLDA, rda and SDDA(stepwise)

meboot   package to do maximum entropy bootstrap by Vinod and Javier

   semy <- meboot(x = yt, reps = bigJ)$ensemble 

#creats a large T x bigJ matrix
mediation package has parametric and nonparametric causal mediation analysis

meta package for meta analysis, has confidence intervals ci: x <- c(2, 4, 6, 8, 10)
meta::ci(mean(x), sd(x)/sqrt(length(x)))
mFilter has Christiano-Fitzgerald, Baxter-King, Hodrick-Prescott, Butterworth, and trigonometric regression filters for smoothing and extracting trend and cyclical components of a time series.

mfx package provides several functions for calculating marginal effects from

common GLMs (logit, probit, poisson, negative-binomial, beta) but not good for interactions
micEcon   micro econometrics package has heckman, tobit, makLik estimation, 

                  stochastic frontier analysis, Hessian for trnslog,Symmetric Normalized 

                 Quadratic (SNQ) Profit functions, etc.  The function ‘selection’ fits 

                 generalized Tobit models with a focus of sample selection bias

heckit2fit                    2-step Heckman estimation now moved to 
sampleSelection package and renamed  

http://www.jstatsoft.org/v27/i07/paper has a good paper on it

insertCol               Insert Column into a Matrix  (similar for row)

invMillsRatio        Inverse Mill's Ratio of probit models

linearPredictors     Calculates linear predictors for different  models

MKLE  maximum   Kernel likelihood estimation

MNP  multinomial probit logit etc (more than two options for dependent variable)

MSBVAR package  Bayesian Vector Autoregression Models, Impulse Responses and 

Forecasting.  rmultnorm has multivariate normal random number generator rwishart has random deviates from Wishart density.  data on IsraelPalestineConflicttest 

i2p (Israelis doing something to Palestinians) and p2i (vice versa)

Causation goes from p2i  to i2p  High F stat=17, near zero p value, 

Reverse causation has F stat=11with near zero p value also

MTS  package by Ruey Tsay for vector ARMA estimation in R  VARMA, VAR etc
multtest Non-parametric bootstrap and permutation resampling-based multiple testing procedures for controlling the family-wise error rate (FWER), generalized family-wise error rate (gFWER), tail probability of the proportion of false positives (TPPFP), and false discovery rate (FDR). Single-step and step-wise methods are implemented. Tests based on a variety of t- and F-statistics (including t-statistics based on regression parameters from linear and survival models) are included. Results are reported in terms of adjusted p-values, confindence regions and test statistic cutoffs.  prcomp() does principal
components and biplot() plots them with the first two principal axis

mva  package has multivariate analysis     factanal() for factor analysis  and cancor() for canonical corelation. 

mvtnorm  multivariate normal and t distributions with vignettes

nleqslv package solves nonlinear equations. Broyden or a Newton method with a choice of global strategies such as linesearch and trust region. There are options for using a numerical or an analytical jacobian and fixed or automatic scaling of parameters.

nlm(stats)                     Non-Linear Minimization gives Hessian

nlme Linear and nonlinear mixed effects models has gls, various correlaton structures

pdCompSymm  Positive-Definite Matrix with Compound Symmetry structure (i.e., constant diagonal and constant off-diagonals! then alone square root is available.)

pdConstruct       Construct pdMat Objects

pdConstruct.pdBlocked   Construct pdBlocked Objects

pdDiag               Diagonal Positive-Definite Matrix

pdFactor    Find L from S=LL Square-Root Factor of S, a Positive-Definite Matrix

nlminb(stats)  Optimization using PORT routines

np  Nonparametric Kernel estimation by Jeff Racine np package source code
https://github.com/JeffreyRacine/R-Package-np/tree/master/R
 has details

# For this example, we first obtain residuals from a parametric

# regression model, then compute a vector of leave-one-out kernel

# weighted sums of squared residuals where the kernel function is raised

# to the power 2.

data("cps71")

attach(cps71)

error <- residuals(lm(logwage~age+I(age^2)))

ksum <- npksum(txdat=age, tydat=error^2, bws=1.06, leave.one.out=TRUE, bwscaling=TRUE, kernel.pow=2)

ksum (http://www.jstatsoft.org/v27/i05 has a paper)

vignette("np", package="np")  gives a nice package describing everything
http://socserv.mcmaster.ca/racinej/Gallery/Home.html
has lot of R code and fun stuff for nonparametric regression also for panel data
R> model.scoef <- npscoef(lwage ~ dfemale + dmarried + educ + exper +

+ tenure | female, betas = TRUE, data = wage1.augmented)# varying coeff. model

R> colMeans(coef(model.scoef))  #coeff are close to OLS coefficients for wage1 data

Intercept dfemale dmarried educ exper tenure

0.33419 0.28878 -0.13370 0.08407 0.00338 0.01515
bw=npregbw(formula=x~y,tol=0.1, ftol=0.1)#define bandwidth
mod.1=npreg(bws=bw, gradients=FALSE, residuals=TRUE)

corxy= sqrt(mod.1$R2)#pulls out the R-squared
res1=mod.1$resid #pulls out the residual

fitted(mod.1)#gets the fitted values

mod.1$gerr  pulls the bootstrap standard errors of gradients (should be set TRUE)
mod.1$mean.gerr will give the average derivative and its bootstrapped standard errors.
#test for nonparametric dependence

resy=npdeptest(y,res1, method="summation",bootstrap=FALSE)
cv.lm <-mean(residuals(model.lm)^2/(1-hatvalues(model.lm))^2)

cv.lm  gives cross validation score of lm model . compare it to that of np regression printed

We want lower/lowest cv score

analytical derivatives with respect to a continuous variable?  npksum 
npksum(formula, data, newdata, subset, na.action, operator="normal")$ksum)#try "derivative" "integral" "convolution"
data(cps71); attach(cps71); bw <- npregbw(logwage~age) #grab bandwidth

h <- bw$bw[1]

## Evaluate the local constant regression at x-h/2, x+h/2...

ksum.1 <- npksum(txdat=age, exdat=age-h/2,tydat=logwage,bws=bw)$ksum/

npksum(txdat=age,exdat=age-h/2,bws=bw)$ksum

ksum.2 <- npksum(txdat=age, exdat=age+h/2,tydat=logwage,bws=bw)$ksum/

npksum(txdat=age,exdat=age+h/2,bws=bw)$ksum

## Compute the numerical gradient...

grad.numerical <- (ksum.2-ksum.1)/h

## Compare with the analytical gradient...

grad.analytical <- gradients(npreg(bws=bw,gradient=TRUE))

## Plot the resulting estimates...They are close
plot(age,grad.numerical,type="l",col="blue",lty=1,ylab="gradient")

lines(age,grad.analytical,type="l",col="red",lty=2)

legend(20,-.05, c("Numerical","Analytic"), col=c("blue","red"), lty=c(1,2))
plot a conditional density f(y|x) when x is a scalar, with gradients, by default you will get the following:

(1) A plot of ∂f(y = median|x)/∂x (admittedly not the most useful plot). (If y is discrete the only difference is that you get a plot of ∂f(y = (unconditional) mode|x)/∂x).

(2) A plot of ∂f(y|x = median)/∂x. 
specification test for partially linear np model: H0:  y=Xbeta+Z gamma +u is null 
H1"  y=Xbeta+g(Z) +u is semi-parametric since X beta is linear
lmodel <- lm(y~X+Z,y=TRUE,x=TRUE);uhat <- resid(lmodel)

npcmstest(xdat=Z,ydat=uhat,model=lmodel)
npmlreg  Package Nonparametric Maximum Likelihood’ (NPML) estimation (Laird, 1978). The random effect distribution can be considered as an unknown mixing distribution and the NPML estimate of this is a finite discrete distribution. E-Step Adjust weights wik = P(obs. i comes from comp. k), M-Step Update parameter estimates fitting a weighted GLM with weights wik.  Maybe useful for panel data.

outliers                        Formal tests for outlier detection

optim(stats)                 General-purpose Optimization

#Example of a likelihood function, Vinod (1988) Advances in

#econometrics vol 7, pp 291-309  ISBN 0-89232-911-4

fn<-function(xx, consu) {

# First draft of this function was written by Yumna Omar

psi=1/(1+exp(-xx[1])) #constrained to be positive fraction

alpha=xx[2]^2 #constrained to be positive
n=length(consu)

constant=-((n-1)/2)*log(2*pi)

psi2=psi^(-1/alpha)

alp2=-2*alpha-2

alp3=2*alpha+2

tby2=(n-1)/2

#t1 term 1 ct- psi-1/alph

s1=rep(NA,n-1)

s2=rep(NA,n-1)

for(i in 2:n)

s1[i-1]={((consu[i]-psi2*consu[i-1])^2)*(consu[i-1]^alp2)}
for(m in 2:n)

{s2[m-1]=log(consu[m-1])^alp3}

s3<-constant-tby2*log(sum(s1))-(1/2)*sum(s2)
#list(s1=s1,s2=s2,s3=s3)

return(-s3)}  #since we maximize likelihood need negative sign

optim(c(0.99,0.1),fn, method="Nelder-Mead",consu=perCapConsNonDurab)

library(micEcon)

maxBHHH(fn,theta=c(0.99,0.1),consu=perCapConsNonDurab,iterlim=150)

optimize(stats)     One Dimensional Optimization, Multivariate: nlmin(), nlminb()

pan Multiple imputation for multivariate panel or clustered data. 

panel  Functions and datasets for fitting models to Panel data.  Max likelihood estimates

          of transition parameters from data. Not too useful for economists. 

http://cran.r-project.org/doc/packages/panel.pdf 

"Fixed effects model" can be estimated by using lm or sem and systemfit (e.g.2SLS). Also package plm is important which has 

More general hierarchical models with various error structures are available in nlme and or lme4  A good source for lessons is class website http://www.stat.washington.edu/vanduijn/560/. 

With the command lmList() we can estimate a linear model for all the groups defined by the command groupedData separately. e.g.

groupedData(logC~logQ|I,data=air)#panel data I=1:6 airlines, Greene

library(lattice)

trellis.device(color=F)#many plots at the same time

xyplot(logC~logQ|I,data=air,main="Costs=f(output) for 6 airlines",


panel=function(x,y){


panel.xyplot(x,y)


panel.loess(x,y,span=1)


panel.lmline(x,y,lty=2)


}

       )

help(loess) #explains how it is a local fitting algorithm

#NOW run an empty model

mod0=lme(C~1, data=air, random=~1|I)

partsm  This package performs basic functions to fit and predict

               periodic autoregressive time series models. These models

               are discussed in the book P.H. Franses (1996)

               "Periodicity and Stochastic Trends in Economic Time

               Series", Oxford University Press. Data set analyzed in

               that book is also provided.

PASWR prob and stats with R package has tsum.test and zsum.test and tsum test when summary stats are arguments to the function

PBSmapping  fisheries research conducted at the Pacific Biological Station (PBS) in Nanaimo, British Columbia, Canada. It extends the R language to include two-dimensional plotting features similar to those commonly available in a Geographic Information System (GIS).  makeGrid() function

performanceAnalytics  graphics and display wrapperfunctionality contained in PerformanceAnalytics including most of the charts and tables. Correl plot is great
mydata <- mtcars[, c('mpg', 'cyl', 'disp', 'hp', 'carb')]

chart.Correlation(mydata, histogram=TRUE, pch=19)

perturb

library(perturb)  # perturbation sensitivity package has colldiag colldiag(mod1) # package gives the collinearity diagnostics

If index in first column > 30 then look for which further column(s) have high value(s).

Those columns with high values identify regressors causing collinearity! Omit it?

This package has consumption data, 28 observations on the following 5 variables. (i) year 1947 to 1974, (ii) c= total consumption, 1958 dollars. (iii) r= the interest rate.(Moody's Aaa rated bonds?) (iv) dpi=disposable income, 1958 dollars, (v)d_dpi =annual change in disposable income.   See pp 149-154 of Belsley (1991), Conditioning Diagnostics for details

plm   Good panel data package with Hausman test etc

Crime: a panel of 90 observations from 1981 to 1987

nopool: Least Squares estimation for each individual or time observation

#example:

library(Ecdat); data(Produc)

Produc <-pdata.frame(Produc,state,year)

zz <- nopool(log(gsp)~log(pcap)+log(pc)+log(emp)+unemp,data=Produc)

zz <- nopool(log(gsp)~log(pcap)+log(pc)+log(emp)+ unemp,effect="temp", data=Produc)

summary(zz)

plot(zz)

fixedef function for fixed effects on the object created by the plm function 

pvarcheck Check whether variables of a panel exhibit individual and time variations

between (returns n means), Between (returns nTmeans), 

Within  function returns deviations from individual means
plm is a general function for the estimation of linear panel models. It offers limited support for unbalanced panels and estimation of two-ways effects models. For random effect models, 4 estimators of the transformation parameter are available : "swar", "amemiya", "walhus" and "nerlove". Instrumental variable estimation is obtained using the instruments and/or endog arguments. If for example, the model is y~ x1+x2+x3, x1,x2 are endogenous and z1,z2 are external instruments, the model can be estimated with : instruments=~x3+z1+z2, or instruments=~z1+z2,endog=~x1+x2.

The four models are estimated by instrumental variables if trinstr equal "bvk" (Balestra, P. and J. Varadharajan–Krishnakumar (1987)) or "baltagi" (Baltagi (1981)). If trinstr="ht", the Hausman and Taylor estimator is computed and only a random effect model is returned.

the function

fixef(object, effect = NULL, type = c("level", "dfirst", "dmean"), ...)#  where object is of class plm 

grun.amem <- plm(inv ~ value + capital, data = Grunfeld, model = "random",  random.method = "amemiya")#default method=Swamy-Arora
The estimation of the variance of the error components are performed using the ercomp

function, which has a method and an effect argument, and can be used by itself :

ercomp(inv ~ value + capital, data = Grunfeld, method = "amemiya",

 effect = "twoways")

The Hausman-Taylor model (see Hausman and Taylor 1981) may be estimated with the pht function. The following example is from Baltagi (2001) p.130.

 ht <- pht(lwage ~ wks + south + smsa + married + exp + I(exp^2) +bluecol + ind + union + sex + black + ed | sex + black +

bluecol + south + smsa + ind, data = Wages, index = 595); summary(ht)

GMM estimation is as follows

emp.gmm <- pgmm(log(emp) ~ lag(log(emp), 1:2) + lag(log(wage),

 0:1) + log(capital) + lag(log(output), 0:1) | lag(log(emp),

 2:99), EmplUK, effect = "twoways", model = "twosteps")

Test for poolability

znp <- pvcm(inv ~ value + capital, data = Grunfeld, model = "within")

zplm <- plm(inv ~ value + capital, data = Grunfeld)

pooltest(zplm, znp)

A brief reconciliation between the typical panel data specifiations used in econometrics and the general framework used in statistics for mixed models.The gls" estimators in nlme are based on iteration until convergence of two-step optimization of the relevant likelihood.

Thus, from the point of view of model specification, having fixed effects in an econometric model has the meaning of allowing the intercept to vary with group, or time, or both, while the other parameters are generally still assumed to be homogeneous. Having random effects means having a group{ (or time{, or both) specific component in the error term. option to plm (effect="twoways"), or (effect="time")
In the mixed models literature, on the contrary, fixed effect indicates a parameter that is assumed constant, while random effects are parameters that vary randomly around zero according to a joint multivariate Normal distribution.  pgmm does GMM estimation. lag(x, 1:2) is a regressor in pgmm.  pwfdtest is Woodridge specification test to choose the most effient estimator between fixed effects (within) and first difference (fd).
plotrix Various plotting functions including triangular plot e.g. triax.plot shows triangular plot

pls  principal components analysis and Multivariate regression by partial least squares regression (PLSR)  

library(ISLR); library(pls);pcr.fit=pcr(Salary~., data=Hitters ,scale=TRUE ,validation ="CV")
polynom  functions to implement a class for univariate polynomial manipulations (multipol) has multivariate polynomials

portfolio.optim(tseries)       Portfolio Optimization

portfolio  package has lot of nifty finance stuff including data performance evaluation etc 

       contribution command evaluates roic=return on invested capital

       exposure  prints sector wise exposure

pracma  has many matrix algebra functions. For example,  x=c(2,5,8,1)

 pracma::Norm(x) # 9.69536 gives the norm of a matrix vector
prim highest density region HDR for confidence intervals

profileModel  package provides a unified approach to profiling likelihoods.

pscl  political science computational library 

quadprog  This package does quadratic programming ‘solve.QP’

quantreg  Koenker's quantile regression package

 has a function called latex.table which  automatically generates a latex formatted table from the matrix x,     Controls rounding, alignment, grouping, etc, etc

creates a file and sends to c:\documents and settings\hrishikesh vinod\my documents

give full path if you want to "source" it

R2WinBUGS package provides convenient functions to call WinBUGS from R.  Bayesian stuff

rattle package has : calculateInitialDigitDistr(1, digit=1)

plotBenfordsLaw(1)#useful for data mining 1st signif digit=1 with prob=0.3, much larger than 1/9  Benford Law

RBloomberg  has Bloomberg data import utilities

relaimp The R-package relaimpo offers six different metrics for relative importance in linear models. Averaging over all possible ordering of regressors.

relax: relax – R Editor for Literate Analysis and lateX
package relax contains some functions for report writing, presentation, and programming: relax(), tangleR(), weaveR(), slider(). "relax" is written in R and Tcl/Tk. relax creates a new window (top level Tcl/Tk widget) that consists of two text fields and some buttons and menus. Text (chunks) and code (chunks) are inserted in the upper text field (report field). Code chunks are evaluated by clicking on EvalRCode. Results are shown in the lower text field (output field) and will be transfered to the report field by pressing on Insert. In this way you get correct reports. These reports can be loaded again in cause of presentation, modification and result checking. tangleR() and weaveR() implement a plain kind of tangling and weaving. slider() is designed to define sliders for interactive experiments in a simple way. 

repolr Repeated Measures Proportional Odds Logistic Regression using GEE

regression models to be fitted to repeated ordinal scores, for the proportional

odds model, using a modified version of the generalized estimating equation (GEE) method

RExcelInstaller  get R from Excel

Rgraphviz package for node plots or clusters

riv # Instrumental variable (IV) estimation ;  #Endogenours variable

Y <- as.matrix(mortality[,1]) ; # Regressors uncorrelated with error         

Xex <- as.matrix(mortality[,c(2,3,5,6)])   

# Regressors correlated with error

Xend <- as.matrix(mortality[,4])  

# Instruments (more than one instrument can be chosen)

W <- as.matrix(mortality[,7])      

 riv(Y,Xex,Xend,W, intercept=FALSE,method="classical")$Sum

X <- cbind(Xex,Xend); Z <- cbind(Xex,W)

solve(crossprod(Z,X)) %*% crossprod(Z,Y)

robustbase  basic robust methods: covOGK Orthogonalized Gnanadesikan-Kettenring (OGK) Covariance Matrix Estimation, glmrob Robust Fitting of Generalized Linear Models, huberM Safe (generalized) Huber M-Estimator of Location, Tukey's bisquare. 

ltsReg(robustbase) has Least Trimmed Squares Robust (High Breakdown) Regression

ROCR package for binary (probit, logit) models used for classification

fp=fitted(pro)#pro is a probit model fit Boston mortgage denial study

summary(fp) #find median of fitted values 

pred=prediction(fp, labels=dat$deny)

perf= performance(pred,measure="acc")

plot(perf)#plots accuracy of prediction-classification by cutoff

RODBC  package has data base file import function e.g. from Excel or Access

rootSolve Nonlinear root finding, equilibrium and steady-state analysis of ordinary differential equations.

rpart  recursive partitioning and regression trees.  printcp  will print Cp statistic table

Rxshrink  Obenchain’s ridge regression package for R

sandwich 

       Model-robust standard error estimators for time series and longitudinal data

Investment              US Investment Data

NeweyWest               Newey-West HAC Covariance Matrix Estimation

PublicSchools           US Expenditures for Public Schools

estfun                  Extract Estimating Functions

isoacf                  Isotonic Autocorrelation Function

kweights                Kernel Weights

vcovHAC     Heteroskedasticity and AutocorrelationConsistent (HAC) CovMatrix

vcovHC                  Heteroskedasticity-Consistent Covariance Matrix Estimation

weightsAndrews          Kernel-based HAC Covariance Matrix Estimation

weightsLumley           Weighted Empirical Adaptive Variance Estimation

logLik  gives log likelhood function, 

coeftest tests for coefficients

vignette("sandwich", package = "sandwich")  #lets u see the usage

v <- vignette("sandwich", package = "sandwich")
  edit(v) #allows you to replicate the package


sca  simple component analysis, similar to Principal Component analysis See Joliff and Uddin 2002 paper in Amer statistician.

segmented  package for Kinky demand curve etc.

sem    package by R. Fox related to his book  sem has structural eq. Klein I data, 2SLS

library(sem); tsls(lwage~educ+married,~married+motheduc+fatheduc)

The first argument is the structural equation we want to estimate. Second argument has a tilde followed by all the instruments and exogenous variables from the structural equation for the Z matrix in the Two Stage Least Squares (2SLS) estimator 

2sls = (XZ(ZZ)-1ZX)-1XZ(ZZ)-1Zy.

Assuming we have data on quantity (q), prices (p), etc., define a system of equations:

demand = q ~ p + income;  supply = q ~ p + rainfall; system = list(demand,supply); labels = list("demand","supply")

The SUR option fits the seemingly unrelated regression model

sur1 = systemfit("SUR",system,labels)

2SLS on a System needs creation of an R object (called ‘inst’ with no left side) to specify the instrumental variables. For the demand system use:

inst = ~ income + rainfall

sls2 <- systemfit("2SLS",system,labels,inst)

sem package also does LIML and FIML,  ivmodel package also does LIML
signalextraction package has outsamp function for backcasting or forward casting

simpleboot   package for bootstrap

http://pbil.univ-lyon1.fr/library/simpleboot/html/lm.boot.methods.html
library(simpleboot)  #this will get the package

lm.boot

data(airquality)

attach(airquality)

lmodel <- lm(Ozone ~ Wind + Solar.R)

bigr=300

lboot <- lm.boot(lmodel, R = 300)

summary(lboot)

lboot$boot.list[[1]]  #prints results for the first bootstrap regression

  perc.lm(lboot, p = c(0.025, 0.975)) #gives conf interval

aa=10  #object aa is created to place the following results

for (i in 1:bigr) aa[i] = lboot$boot.list[[i]]$rss #extracts the resid sum of squares for the first 10 bootstrap run

for (i in 1:bigr) aa[i] = lboot$boot.list[[i]]$coef[1]  #correctly extracts first regr coeff.

abar=mean(a)

sum((a-abar)^2)

# is a useful function to compute sum of squares of deviations from the mean

sp  space related stats stiff has function makegrid makes a regular grid, deriving cell size from the number of grid points requested (approximating the number of cells).

spatial  "Surf.gls" Fits a Trend Surface by Generalized Least-squares

sspir  state space models in R cites KEE splus library for kalman estimating equations

stats   package does not have to be explicitly loaded.  It is automatic.

    It has ksmooth for kernel regression and density for kernel density

plot(density(y))#this works.  plots kernel density gives default bw

den=density(y,bw=60)

#default bandwidth=37.69 aircondit data from boot package

plot(den);  arima is here; na.contiguous(stats) gets non-missing contiguous data   library(dyn);

y <- ts(1:12, start = c(2000,2), freq = 4)^3

x <- ts(1:9, start = c(2000,3), freq = 4)^2

na.contiguous(cbind(y, x, lag(y,-1), lag(x,-2)))

stat  package also has logistic distribution (Logistic) logistic regression is under glm (generalized linear models). These are always available see help(glm) and help(birthwt)  This has info about risk factors for low birth weight of infants such as smoking, mother’s age etc.  good example of glm.  attach(birthwt); bwt  prints the data. loess =local polynomial regression fitting, vcov=  calculate variance-covariance matrix for a fitted model object, line =Robust Line Fitting, scatter.smooth =Scatter Plot with Smooth Curve Fitted by Loess

ks.test=Performs one or two sample Kolmogorov-Smirnov tests

   isotonic (monotonely increasing nonparametric) least squares regression which is piecewise constant. 

isoreg(x, y = NULL)# x,y are coordinates vectors of regression points

strucchange  Structural change estimation based on Bai and Perron paper. empirical fluctuation process (efp) tests of structural change cumulative sum.  recursive residuals

vc= var(PUpdn,na.rm=T)#this does variance cov matrix removing NAs

cov2cor(vc)  #this rescales it correctly for cross-correlations

sd(x, na.rm=T) and mean(x, na.rm=T) are generally advisable to use.

#glm or generalized linear models (like logit)

library(MASS)

help(quine) #ethnicity, slow learning by Aborigenes in Australia

quine.1 <- glm(Days ~ Eth*Sex*Age*Lrn, poisson, quine, trace = T)

#Now a Negative Binomial model with the same mean structure 

#(and default log link):quine.n1 <- glm.nb(Days ~ Eth*Sex*Age*Lrn, quine, trace=T)

vignette("strucchange-intro", package="strucchange") will give the manual

SuppDists has many supplemental densitites e.g, plot(function(x)dKendall(x, N=10),-0.5,0.5) plots density for Kendall's tau

survival package for study has Economist Tobin’s data (tobit model) durable goods demand (like cars) survreg function also does tobit fit

data(tobin) #loads tobin data for durable, age, quant

help(tobin)

tfit <- survreg(Surv(durable, durable>0, type='left') ~age + quant,

                     data=tobin, dist='gaussian')

#Surv(time, time2, event, type=, origin=0) where time is starting

# time, time2=ending time, event=0(alive) event=1(dead)

#type means type of censoring, for Tobin it is left censoring

predict(tfit,type="response")

survival::coxph   Fit Proportional Hazards Regression Model (summary, predict, etc)

 e.g. Surv(futime, fustat)~age+strata(rx)  does not give coeff for categorical variables

 plot(resid(lung.fit, type="deviance")) large deviance means poor prediction by model

survival::lines.survfit  Add Lines or Points to a Survival Plot

survival::plot.survfit  Plot Method for 'survfit' 

fit2=coxph(Surv(T, rep(1,n)) ~ Prod+strata(region))

plot(survfit(fit2))

print.survfit  Print a Short Summary of a Survival Curve

summary.survfit  Summary of a Survival Curve

survfit       Create survival curves (Kaplan-Meier) 

                         type="fh2" modified Nelson, type= "fleming-harrington", 

               conf.lower="modified" is modified Peto's method for lower limit

survfit.coxph  Compute a Survival Curve from a Cox model

survdiff      Test Survival Curve Differences  

  log rank test is most powerful against proportional hazards

dsurvreg      Distributions available in survreg.

predict.survreg  Predicted Values for a 'survreg' Object

residuals.survreg Compute Residuals for 'survreg' Objects

survreg       Regression for a Parametric Survival Model

survreg.distributions    Parametric Survival Distributions

systemfit 

Contains functions for fitting simultaneous systems of equations using Ordinary Least Sqaures (OLS), Two-Stage Least Squares (2SLS), and Three-Stage Least Squares (3SLS). 

     help(nlsystemfit)  

Fits a set of structural nonlinear equations using Ordinary Least

     Squares (OLS), Seemingly Unrelated Regression (SUR), Two-Stage

     Least Squares (2SLS), Three-Stage Least Squares (3SLS).

TIMP a problem solving environment for fitting separable nonlinear models in physics and chemistry applications

tradeCosts package provides a simple framework for calculating the cost of trades relative to a benchmark price, such as VWAP or decision price, over multiple periods along with basic reporting and plotting facilities to analyse these costs.

tree  package has classification tree (if the response is categorical) and regression tree (if the response is continuous).  In a classification tree we begin with the whole data as one node or group.  When we split the node into two, the response within each group as alike as possible.

truncdist  truncated distributions package
 The 'truncdist' package seems to support all the distributions available in the 'stats'   package. To tell it shortly, user picks up whatever distribution name at https://stat.ethz.ch/R-manual/R-devel/library/stats/html/Distributions.html, gets rid off the first letter 'd' and (depending on the desired function) provides with additional arguments to the function.
ts   Time-series package for R  (DO not need to say library(ts) anymore!

ts              Create a (univariate or multivariate) ts object

[.ts            Subsetting method for ts objects.

as.ts, is.ts    Coercion and membership functions

plot, lines,  print     methods

cbind.ts        cbind method for time series (aligns time bases)

na.omit.ts      na.omit method for time series: omits at ends only

Ops.ts          arithmetic (such as + - * /) for time series

aggregate       Computes summaries (e.g. sum) over disjoint time intervals

(e.g., aggregate(air, by=list(I),mean) from data object called air having I=airline number)

diff            Lagged differences of a time series

set.seed(4);x=sample(1:7);x; x[-1] #deletes first element, 

x[-length(x)] #deletes last element

x[-1] - x[-length(x)] # is equivalent to diff(x)

end             Time of last observation

frequency       Number of observations per unit of time

deltat          Return time interval between observations

time            Create time series giving the times of observations

cycle           Create time series giving the positions in a cycle  of time series

start           Time of first observation

ts.intersect  combines two or more time series after deleting NAs

set.seed(34); n=10; x=sort(sample(size=n,1:100)); 

n1=1 #starting value of time series

xt=ts(x, start=n1); xt; tsp(xt) #print time series attributes

attb=tsp(xt) ; d1=diff(xt,1); difdif=diff(d1,1); 

d2=diff(xt,2)#creates lag 2 difference, not difference of differences 

xLAG1=lag(xt,-1); d1L1=lag(d1,-1); d2L1=lag(d2,-1); 

bigx=ts.intersect(xt,d1,d2,xLAG1,difdif, d1L1,d2L1); bigx

ts.union       combines two or more time series after keeping in the NAs

d <- ts.union(y,x,x1=lag(xt,-1),x2=lag(xt,-2),x3=lag(xt,-3))

The lag operator in R works in the opposite direction of what one might expect: positive lag values result in leads and negative lag values result in lags!

tsp(xt)  extracts time-series attributes of xt: start, end and frequency in a vector

window(x, start=3,end=99) extracts subset of x between the times start and end

subset of time series, subseries, new start, etc

money=read.table("c:\\dmck\\moneydata.txt",header=T)

#data was saved to subdirctory from Davidson MacKinnon text website

ts(money, start=1968, frequency=4)#this sets it as quarterly data

#for example 

library(strucchange)

data(PhillipsCurve)

uk <- window(PhillipsCurve, start = 1948)

will extract the data for all variables starting with 1948

   Time Series: Start = 1948  End = 1987  Frequency = 1 

consu=ts( xxxxxxx…)   then 

start(consu) and end(consu) will extract the start and end of the series.

If we want to find the date for some 100th monthly observation from a "ts" object, use the following

startt <- as.Date("1959-3-1"); endd <- as.Date("2008-5-1")

da <- seq(startt, endd, by="1 month") 

#seq(endd,startt, by="-1 month")negative 1 for decreasing sequence

da[100]

 seq(to=10, length=7) #gives  4  5  6  7  8  9 10

price  wage         unempl diffprice diffwage diffUnem  lagunemp laggdiffprice

 p          w              u         dp             dw         du               u1                dp1

1948 -2.0324 -2.7981 0.0128 0.0605 0.0496  0.0000 0.0128 0.0679

1949 -2.0070 -2.7577 0.0116 0.0254 0.0404 -0.0012 0.0128 0.0605

acf             Auto- and Cross- Covariance and -Correlation Function

                   Estimation.  Use acx=acf(x, plot=F);acx$acf for access to 

                   values of individual autocorrelations.

acf2AR          Compute an AR Process Exactly Fitting an ACF

ar              Wrapper for autoregression estimation functions

ar.burg         Estimate autoregression model by Burg's method

ar.ols          Estimate autoregression model by ordinary least squares

ar.mle          Estimate autoregression model by maximum likelihood

ar.yw           Estimate autoregression model by solving Yule-Walker equations

arima           ARIMA Modelling of Time Series

arima0          ARIMA Modelling of Time Series -- Preliminary Version

arima.sim       Simulate from an ARIMA Model.  Also does arma simulations

ts.sim <- arima.sim(list(order = c(1,0,0), ar = 0.7), n = 200)

w=arima.sim(n = 100, list(ar = c(0.88, -0.48), ma = c(-0.22, 0.24)), innov=rnorm(100)) layout(matrix(c(1,1,2,3),2,2,byrow=TRUE))..
ARMAacf         Compute Theoretical ACF for an ARMA Process

ARMAtoMA        Convert ARMA Process to Infinite MA Process

Box.test        Box-Pierce and Ljung-Box tests   

Box.test(resid(reg2), type="Ljung")

ccf             Cross-covariance and cross-correlations for two series

ccf(x,y, lag.max=2,plot=F) #correlation x and lags of x with y better than cor(x,y) for time series

cpgram          Plot Cumulative Periodogram

decompose       Decomposition  into seasonal, trend and random components

dec=decompose(AirPassengers); dec; plot(dec)

diffinv         Discrete Integration: Inverse of Differencing

embed           Embedding a Time Series

filter          Linear Filtering on a Time Series  type help(filter) to get information.

HoltWinters     Holt-Winters Filtering

kernapply       Apply Smoothing Kernel

kernel          Smoothing kernel Objects (and (modified) Daniell, Fejer and 

                   Dirichlet kernels)

lag             Lag a Time Series  [This does not work for lm, use dynlm]

lag.plot        Time Series Lag Plots

monthplot       Plot a Seasonal or other Subseries, try: monthplot(AirPassengers)

na.contiguous   Find Longest Contiguous Stretch of non-NAs

pacf            Partial autocorrelation function

PP.test         Phillips-Perron Test for Unit Roots is now in stats package

predict         methods for ar, arima, arima0 and StructTS

spec.ar         Estimate Spectral Density of a Time Series from AR Fit

spec.pgram      Estimate Spectral Density of a Time Series by a Smoothed

                   Periodogram

spec.taper      Taper a Time Series by a Cosine Bell

spectrum        Wrapper for spectral density estimation functions

stl             Seasonal Decomposition of Time Series by Loess

stlmethods      Methods for STL Objects

StructTS        Fit Structural Time Series (state space, Kalman-like)

       toeplitz        Form Symmetric Toeplitz Matrix. Type toeplitz(1:3) to get an idea

                         about what Toeplitz matrices look like.

 mytoeplitz=function(x){ M=matrix(0,length(x),length(x)); 

M[]=x[abs(row(M)-col(M))+1]; return(M)}; mytoeplitz(1:3)

apparently row(M) means current row of matrix M.  It does this without a loop!

set.seed(34); n=10;x=sort(sample(size=n,1:100))

r=acf(x,1,plot=F);m=3; aa=0:(m-1);r1=r$acf[2]; ar1s=r1^aa;ar1s; AR1cov=toeplitz(ar1s);AR1cov#the covariance matrix for AR1

ts.intersect    Bind time series as multivariate ts over the common time base

ts.plot(x,y,z)         Plot Multiple Time Series   named x, y and z

ts.union        Bind time series as multivariate ts over their total time base

tsdiag          Diagnostic Plots for Time-Series Fits

tsSmooth        Use Fixed-Interval Smoothing on Time Series

window    choose a data subset specifying start=1947, say

In some cases the visual output will closer to that of S(-PLUS) if

options(ts.S.compat=TRUE) has been set.

tsDyn Time series analysis based on dynamical systems theory.  NonLinear time series threshold cointegration maintained by M. Stigler (wrote a chapter in my 2019 book). has self-

exciting threshold autoregressive model (SETAR).  Threshold Error Correction Model with error correction term.
tseries  Package for time series analysis in economics and finance with emphasis 

      on non-linear modelling.  It has historical data on stocks like IBM see ‘get.hist.quote’ 

       e.g. package has Augmented Dickey-Fuller Test

     Computes the Augmented Dickey-Fuller test for the null that x has a unit root. 

     x = rnorm(1000)  # no unit-root

     adf.test(x)

     y <- diffinv(x)   # contains a unit-root 

#    use help(diffinv) to know why this accumulation of normal deviates creates unit root

   adf.test(x, alternative = c("stationary", "explosive"),

         k = trunc((length(x)-1)^(1/3)))

   pp.test                 Phillips-Perron Unit Root Test

   #usual bootstrap with replacement done by the simple sample command

   x=1:9

  sample(x,replace=T, size=20)

   [1] 5 3 6 5 9 5 9 6 1 3 4 6 4 4 6 1 4 1 5 7

  #block bootstrap

   tsbootstrap(x, nb = 1, statistic = NULL, m = 1, b = NULL,

                 type = c("stationary","block"), ...)

   #this does moving block bootstrap for a statistic

   #generalized autoregressive and conditional heteroscedascity models

   garch(x, order = c(1, 1), coef = NULL, itmax = 200, eps = NULL,

           grad = c("analytical","numerical"), series = NULL,

           trace = TRUE, ...)

   data(EuStockMarkets)  #load European stock market data

     dax <- diff(log(EuStockMarkets))[,"DAX"]

     dax.garch <- garch(dax)  # Fit a GARCH(1,1) to DAX returns

     summary(dax.garch)       # ARCH effects are filtered. However, 

     plot(dax.garch) # conditional normality seems to be violated

                # bds.test    

     This test examines the ``spatial dependence'' of the observed

     series.  To do this, the series is embedded in 'm'-space and the

     dependence of 'x' is examined by counting ``near'' points. Points

     for which the distance is less than 'eps' are called ``near''. 

     The BDS test statistic is asymptotically standard Normal.

ibm=get.hist.quote("ibm", quote="Adj", start="1989-01-01", compress="m", retclass="zoo") #historical stock market data daily, monthly etc

#from the Internet obtained directly 

print(cbind(index(ibm),ibm)) # has the dates or months

 #will fetch data from Internet yahoo site for historical adjusted closing price starting with 1991-01-02  using ticker symbol ibm and compress it to a monthly series

#possible function to aggregate daily data to create weekly data

nextfri.Date <- function(x) 7 * ceiling(as.numeric(x - 1)/7) + as.Date(1)

# and then say

weekly.prices <- aggregate(prices, nextfri.Date,tail,1)

library(tseries)

x0 <- get.hist.quote(instrument = "GBP/USD",  provider = "oanda", start = "1998-01-01", end="2099-09-30")  #limit of 500 for download size

http://www.oanda.com/convert/fxhistory
yr=1998:2010; n=length(yr)  #choose the years you want

monthday1="-01-01"

monthday2="-12-31"

for ( i in 1:n){

xyr=paste("x", yr[i],sep="")

stt=paste(yr[i],monthday1, sep="")

en=paste(yr[i],monthday2, sep="")

xyr=get.hist.quote(instrument = "GBP/USD",  provider = "oanda", 

start=stt, end=en)#right format the dates optional range of years

if (i==1) xall=xyr #initialize

if (i>1) xall=rbind(xall,xyr)#merge the time series

} #end of for loop

plot(xall, main="UK to USA exchange rates",xlab="Year", 

ylab="Pounds per Dollar") 

data(USeconomic)

x <- ts.union(log(M1), log(GNP), rs, rl)  #combine time series

m.ar <- ar(x, method = "ols", order.max = 5)

y <- predict(m.ar, x, n.ahead = 200, se.fit = FALSE)

seqplot.ts(x, y)  #plots forecasts of M1 and GNP 200 yrs ahead in red

terasvirta.test Teraesvirta Neural Network Test for Nonlinearity

tsX exploratory time series analysis,  Not yet available.  mean

value, scale,first and second derivatives, critical points, wiggliness, signal/noise ration, and potential outliers. A key feature of this package is that it provides a choice of dfferent smoothing techniques and automatic smoothing parameter estimation procedures. A comprehensive simulation study of these

ump  package for uniformly most powerful test for Binomial only. bad name used!

urca  Unit root and cointegration tests for time series data. 

.spcv Critical values for Schmidt & Phillips Unit root test

various data sets from Cointegration for the Applied Economist, ed. B. Bhaskara Rao

UKconsumption           Data set for the United Kingdom

ablrtest                Likelihood ratio test for restrictions on  and  

alphaols                OLS regression of VECM weighting matrix

alrtest                 Likelihood ratio test for restrictions on 

blrtest                 Likelihood ratio test for restrictions on beta

ca.jo                   Johansen Procedure for VAR

ca.po                   Phillips & Ouliaris Cointegration Test

cajolst    Testing Cointegrating Rank with Level Shift at unknown time

cajools                 OLS regression of VECM

denmark                 Data set for Denmark, Johansen & Juselius 1990

ecb                     Macroeconomic data of the Euro Zone

finland                 Data set for Finland, Johansen & Juseliues 1990

lttest                  Likelihood ratio test for no linear trend in VAR

npext                   Nelson & Plosser extended data set

nporg                   Nelson & Plosser original data set

plotres                 Graphical inspection of VECM residuals

ur.df………..augmented Dickey Fuller test for unit roots (see type="trend")

ur.ers                  Elliott, Rothenberg & Stock Unit Root Test

ur.kpss                 Kwiatkowski et al. Unit Root Test

ur.pp                   Phillips & Perron Unit Root Test

ur.sp                   Schmidt & Phillips Unit Root Test

ur.za                   Zivot & Andrews Unit Root Test

lm(realgnp ~., data=npext)  will regress realgnp on all variables in the extended Nelson Pearson dataset available with this package.  Tilde dot means all.

It does the regression smart, without including NA values.

     #get the time series data for many macro series useful for illustration as follows

   library(urca)

data(npext)#Nelson Plossser extended data set

help(npext)

summary(npext)

attach(npext) 

#To get industrial production data without NA’s is

indprod2=na.omit(npext[, "indprod"]) #na.omit is a nice useful command

#instead of tables for unit root tests R has tools to

#compute the critical value of the Schmidt & Phillips test as follows

.spcv(obs, type = c("tau", "rho"), pol.deg = c(1, 2, 3, 4),

           signif = c(0.01, 0.025, 0.05, 0.1))

npext2=na.omit(npext)# get rid of NA’s from all series

npext2

#   year      cpi employmt  gnpdefl   nomgnp interest  indprod gnpperca

#50  1909 3.332205 10.46516 3.370738 10.41631    3.770 2.302585 .163172

#51  1910 3.367296 10.48464 3.397858 10.47164    3.800 2.360854 .170120

#  etc etc data are printed

ca2=ca.po(npext2[,1:6])#does cointegration Phillips-Ouliaris

summary(ca2)

ca3=ca.jo(npext2[,2:5])  #cointegration test by Johansen Method

#Eigenvectors, normalised to first column:

#(These are the cointegration relations)

summary(ca2)

uroot  This package contains several functions for analysing

               quarterly and monthly time series. Unit root test: ADF,

               KPSS, HEGY, and CH, as well as graphics: Buys-Ballot and

               seasonal cycles, among others, have been implemented to

               accomplish either an analytical or a graphical analysis.

               Combined use of both enables the user to characterize

               the seasonality as deterministic, stochastic or a

               mixture of them. An easy to use graphical user interface

               is also provided to run some of the implemented

               functions.

Uscensus2000  package for data from the US Census. maptools’, ‘UScensus2000tract’, ‘UScensus2000cdp’, ‘gpclib’ are automatically installed,  sp for special polygon object. demographics,  travelR package allows interactive population fittings 

install.packages("choroplethr")This version adds better support for summary demographic data for each state and county in the US. The data is in two data.frames and two functions. The data.frames are:  (if u want function replace df by get)
· ?df_state_demographics: eight values for each state.

· ?df_county_demographics: eight values for each county.
· https://arilamstein.shinyapps.io/choroplethr-3-1-0-shiny-app/
choroplethr  is R package for creating maps from data
VaR  package has "value at risk" estimation, DJIA  dow jones daily data (2521 observations by ticker symbol), exchange rate data and diagnostic plots  

  VaR.norm has lognormal approximation.  

  VaR.gpd, generalized Pareto density (see gpd of POT package function dgpd, rgpd etc)
vars  package to to vector autoregression in R. It also has a vignette does

      impulse response functions (boot conf intervals), structural VAR, causality 

data(Canada) #prod= labour productivity; e=employment; U=unemployment rate

# rw = real wage  VAR vector autoregression estimated as

var.2c <- VAR(Canada, p = 2, type = "const")

irr=irf(var.2c, impulse = "e", response = c("prod", "rw", "U"), boot =F); names(irr)

irr2=irr$irf; names(irr2)

matplot(irr2$e, typ="l", main="Impulse response functions\nprod=solid line, rw=dashed,U=dotted")

var.2c.irf <- irf(var.2c, impulse = "e", response = c("prod", "rw",

"U"), boot = FALSE)

plot(var.2c.irf)

var.2c.prd <- predict(var.2c, n.ahead = 8, ci = 0.95)

fanchart(var.2c.prd) # does beautiful fanplot for forecasting

myy=data.frame(cbind(percapc,percapi))

var.1c <- VAR(myy, p = 1, type = "const")

causality(var.1c, cause = "percapi")

How to do VAR vector autoregression in R with dse package?

library(setRNG)#need to get this package from CRAN..

library(dse1) #need to get this package 

help(package=dse1)

help(estVARXar)

 if(is.R()) data("eg1.DSE.data.diff", package="dse1")

     model <- estVARXar(eg1.DSE.data.diff)

summary(model)

help(eg1.DSE.data.diff)

model  

library(fracdiff)  #this library is for long-memory models

In ARIMA(p,d,q) autoregressive integrated moving average models we usually have d as in integer, in long memory models the d is allowed to be fractional.  It is called fractional differencing and happens to be a powerful tool. One estimates d usually by maximum likelihood method.  If 0<d<0.5 it is long memory and sum of autocorrelations |k| → 

venn  new package for set manipulations

VGAM  vector generalized additive models  has cauchit link function Reduced-Rank VGLMs, Quadratic RR-VGLMs, Reduced-Rank VGAMs). This package fits many models and distribution by maximum likelihood estimation (MLE) or penalized MLE. Also fits constrained ordination models in ecology. "negativebinomial" is a function here.

Dirichlet multinomial mixture models, pbenf, qbenf etc for Benford distribution. xx=1:9; plot(xx,dbenf(xx))

wle

mle.stepwise {wle} useful for stepwise regression

library(wle); data(hald);cor(hald);

result <- mle.stepwise(y.hald~x.hald)

summary(result)

xda  Exploratory data analysis
#library(devtools)

#install_github("ujjwalkarn/xda")

library(xda)

#help(package=xda)

da=read.table("c:/data/Data.csv", sep=",",header=TRUE, skip=4)

charSummary(da)#summarizes all character type variables. great tool for data cleanup and summary
numSummary(da)#summarizes numerical variables

The great thing  about these Summary functions is that it detects character and numerical variables automatically and if wrongly classified helps look for error and fix it. In one study I had space in the Countries column between "Hong Kong", which had messed up other data.

xtable  Exporting tables to Latex 

library(xtable); reg1=lm(x~x2+x3);summary(reg1)

xt=xtable(summary(reg1));caption(xt)="Table for Regression"

label(xt)= "t1"#  xt is the table object

xtable(matrix(1:6, ncol=3, nrow=2))

gives

\begin{table}[ht]

\begin{center}

\begin{tabular}{rrrr}

  \hline

 & 1 & 2 & 3 \\

  \hline

1 & 1.00 & 3.00 & 5.00 \\

  2 & 2.00 & 4.00 & 6.00 \\

   \hline

\end{tabular}

\end{center}

\end{table}

If c1=data frame and you want to round only col.4,5,7,8 to 4 places

c1n=c1#define a new table for changing the rounding

for (j in c(4,5,7,8)){c1n[,j]=round(as.numeric(c1[,j]),4)}
xtable(c1n)  # note that xtable(c1,digits=4) does not work

xtable in Sweave with fancy table headings needs

 sanitize.text.function = function(x){x} as a part of the print statement.
<<echo=FALSE,results=tex>>=

nam= c("$a_i$",   "P($a_i)$",          "$a_i P(a_i)$", "$a_i-E(a)$",     

 "$[a_i-E(a)]^2$",    "$P(a_i)[a_i-E(a)]^2$")

colnames(tab2)=nam

xtab1=xtable(tab2,label="tab.1",caption=

"Setup of Table for hand calculation of expected

value and variance of grouped data",

)

print(xtab1,quote=FALSE, sanitize.text.function = function(x){x})

@

xts package

Convert your data.frame to an xts time-series object with something like xts([all columns of your data frame without the time], order.by(as.Date([the time column of your data frame])) 
without the "[ ]".  And then you can use apply.monthly([your time-series object][, "variable-of-interest"], mean)  There's also apply.weekly(), apply.quarterly(), apply.yearly(). 
xts objects can be subseted as some-xts-object["2012::"] which produces a subset since 2012.

new plot.xts()
lines(Return.calculate(sample.xts[,"Close"]), type="h", on=NA)
yuima package for stochastic differential equations multivariate etc.

zoo package methods for totally ordered indexed observations. It is particularly

aimed at irregular time series of numeric vectors/matrices and factors. library(zoo);
vignette("zoo-quickref") gives further info on filling missing financial data etc getting 

monthly data from annual data etc.  ??rollapply gives lots of info rolling regression etc

> z

1970-02-01 1970-02-02 1970-02-03 1970-02-04 1970-02-05 

        11         12         13         14         15

> rollapply(z, 2, mean)

#mean of 11 and 12 is 11.5, etc overlapping of 2 items at a time

1970-02-01 1970-02-02 1970-02-03 1970-02-04 

      11.5       12.5       13.5       14.5 

> rollapply(z, 2, mean, by=2)#by=2 here gives non-overlapping means

1970-02-01 1970-02-03 

      11.5       13.5


Ch. 11 FINAL TIPS IN USING R

In the following, we use the print command to illustrate executive

of any set of R commands, it could be a regression etc

Program for Looping in R (repeated operations)

1) First type of  loop.  

In the following example, the operation we want to do repeatedly is print i

More generally it can a be a series of commands.

The whole loop is the following command.

for (i in 1:10) { print (i)

#insert any number of statements

x  #will not print x, if you want printing in loop say print(x)

}  #right curly brace ends the for loop

Note that the i has to be parentheses. This loop avoids i=1 and i=i+1 lines as below. 

In general, you put a semicolon if there are more than one R commands on one line of R code. 

2) Second type of Loop again when the operation repeated is simple printing

i=1

while (i <10) { print (i)

                        i=i+1}

Note that the loop over the operations begins at 

Left curly brace and ends with a right curly brace.

break  #will terminate the current loop

switch(object, "value1"={expr2},"value2"={expr}) 

#means if the object has value=value1 the execute the expr1

# if the object has value=value2 the execute the expr2

3) How to do conditional execution of anything

if ( statement1 )

statement2

else

statement3

First, statement1 is evaluated to yield value1. If value1 is a logical vector with first element

TRUE then statement2 is evaluated. If the first element of value1 is FALSE then statement3 is evaluated. 

If value1 is a numeric vector then statement3 is evaluated when the first element of

value1 is zero and otherwise statement2 is evaluated. Only the first element of value1 is used. All other elements are ignored. If value1 has any type other than a logical or a numeric vector an error is signalled.

 xx1=c( 0, 4, 0, 4, 0)

 for (i in 1:5) if (xx1[i]<1) 

#need the parentheses for the if statement and for the for statement

print(c(i, xx1[i])

The above will print i as well as the value of xx1[i]

{   if(i>2)  dosomething  } with braces works

but  if(i>2) { dosomething  } does NOT work   Braces have to be before the if

if(…) almost always use ||  and && not single | and &

x <- 2:18

v <- c(5, 10, 15) # create two bins [5,10) and [10,15)

cbind(x, findInterval(x, v))

HOW TO USE ELSE  IFELSE?

for (i in 1:5) (if (xx1[i]<1) print(c(i, xx1[i])) else print(xx1[i]))

it should print both i and xx1[i] only when xx1[i]<1, otherwise print only xx1[i]

In the above statement i was getting syntax error when i forgot the second ")"

for print(c(i, xx1[i]))  which completes the "("  started before the if statement.

if (condition) statement1 else statement2

ifelse(test, true.value, false.value).   This tests first and does onething or the other.

ifelse(test, yes, no) returns a value with the same shape as test which is filled with elements selected from either yes or no depending on whether the element of test is TRUE or FALSE.   

x=rnorm(30);  any(x<=0)

[1] TRUE

if( any(x <= 0) ) y <- log(1+x) else y <- log(x)

4) Logical AND 

xx2=c(1, 4, 6, 2, 9)

 for (i in 1:5)

 if (xx2[i]>2 && xx2[i]<=6) #Remember to put parentheses 

# the if statement in R needs parentheses around the condition

print(c(i,xx2[i]))

here && mean logical AND, that is and at the same time

in the above list >2 and <=6 are two numbers 4 and 6 in locations 2 and 3

so R will print

[1] 2 4

[1] 3 6

5) Logical OR

Two vertical bars || mean the logical "OR".

one vertical bar | means pipe and is used in linear mixed models (lme)

xx2=c(1, 4, 6, 2, 9)

  for (i in 1:5) if (xx2[i]>2 || xx2[i]>6) print(c(i,xx2[i]))

[1] 2 4

[1] 3 6

[1] 5 9

The above output of R shows that since 1 and 2 in locations 1 and  4 of the xx2 vector 

do not satisfy either of the two conditions >2 or >6, we do not print them!

6) exclamation sign and =means NOT equal to

!=  means not equal to  (exclamation symbol for "not" is strange)

y=c(23, 3, 45, 100, 88) #define y

y[y!=3]  # prints all y values not equal to 3

7) ifelse function  3 arguments, logical, action if true, action if false.  try 

set.seed(4);x=rnorm(4);x; ifelse(x>0.1,"G","NO")

#random normals:  0.2167549 -0.5424926  0.8911446  0.5959806

#if >0.1, make them "G", othewise "NO" gives  "G"  "NO" "G"  "G" 

8) Adding elements to a vector with Append or concatenate command.

x=1:3

y=c(7,9,21)

xpy=append(x,y)  #gives  1  2  3  7  9 21

this works better than cbind or rbind here.  Sometimes simple c(x,y) also works.

9) converting monthly data to quarterly

#initialize  out=rep(NA, 4) creates place to store output  na.omit(out) cleans it

y=1:13

z=1:50  # imagine these are monthly data numbers also

# we would need 51 numbers to correctly create data for 17 quarters

for (i in 1:17) {j=3*(i-1)+1; y[i]=z[j]+z[j+1]+z[j+2]; i=i+3;y[i] };y

#note that the last number created is NA saying that the 17th quarter is not avaliable

#to apply above method your data will be in z

#to convert monthly to quarterly interest rates by averaging method use the following

for (i in 1:17) {j=3*(i-1)+1; y[i]=(z[j]+z[j+1]+z[j+2])/3; i=i+3;y[i] };y

z=1:60   # artificial monthly data of numbers 1 to 60 for illustration

n=length(z)   #gives the size of array for monthly data

m=floor(n/3)  #gives sensible number of quarters possible

qavg=1:m   #initialize place to store results for quarterly data by averaging method

for (i in 1:m) {j=3*(i-1)+1; qavg[i]=(z[j]+z[j+1]+z[j+2])/3; i=i+3;qavg[i] };qavg

qcum=1:m   #initialize place to store results for quarterly data by cumulation method

for (i in 1:m) {j=3*(i-1)+1; qcum[i]=(z[j]+z[j+1]+z[j+2]); i=i+3;qcum[i] };qcum

Function to convert quarterly data to annual allowing missing data as NAs

q2a=function(x, cum=T ){

#function to convert quarterly data into annual

#If you want to average over the quarters set cum=F

n=length(x)#make sure n is multiple of 4

if (n%%4 != 0) print("Error")

nby4=n/4; annu=rep(NA, (nby4))

for (k in 1:nby4) {z=rep(NA,4)

j=4*(k-1)+1; z[1]=x[j]; z[2]=x[j+1]

z[3]=x[j+2]; z[4]=x[j+3]

if (cum) ann=sum(z,na.rm=T)

if (cum==F) ann=mean(z,na.rm=T)

annu[k]=ann}; list(annu=annu)}

#example #x=1:8 #x[3]=NA #q2a(x)

#Function to convert quarterly data to annual with allowing missing data as NAs

#faster function avoids loops uses apply function apply(y,2  for column wise)

#works by appending Nas to make data length a multiple of 4

q2aNAappend=function(x, cum=T ){

#function to convert quarterly data into annual

#If you want to average over the quarters set cum=F

n=length(x)

#Version attaches NAs at the end till n is multiple of 4

n1=n%/%4; y=x; n2=n%%4

if (n2>0){y=c(x, rep(NA,n2));n1=n1+1}

y=matrix(y,nrow=4, ncol=n1); #print(y)

if (cum) annu=apply(y,2,sum, na.rm=T)

if (cum==F) annu=apply(y,2,mean, na.rm=T)

list(annu=annu)}

#example x=1:11 x[3]=NA q2aNAappend(x)

10)  Some Densities (probability distributions)

Do not confuse between gamma distribution and the gamma function (n) = (n-1)! 

when n is an integar and otherwise it is a mathematical generalization of the factorial function.  In R if you type gamma(4), you will get 3! Or 6

Another mathematical function called beta functin B(a,b) =(Gamma(a)*Gamma(b))/(Gamma(a+b)).

For example, in R if you type beta(3,2), you will get 2/(4!) or 2/24 or  0.08333333

One use of these things is as follows.  The fourth moment of Student’s t density

Is given by 
[image: image3.wmf]÷

ø

ö

ç

è

æ

G

ú

û

ù

ê

ë

é

÷

ø

ö

ç

è

æ

-

G

÷

ø

ö

ç

è

æ

G

2

2

4

2

5

m

m

p


This involves the gamma function.  One can use the formula to compare the theoretical moments with simulated moments.  For other properties of basic densities including Chi-sq and F see the link on my website. http://www.fordham.edu/economics/vinod/distributions.doc
How to get Cumulative Normal density for x=-3 to 3?

q=-3:3  #this will create a vector of integers -3 to 3

pnorm(q, mean=0, sd=1, lower.tail = TRUE, log.p = FALSE)

then R will give:

[1] 0.001349898 0.022750132 0.158655254 0.500000000 0.841344746 0.977249868

[7] 0.998650102

This is indeed the CDF of standard normal N(0,1) density.

11) R Programming Hints for solving exercise 3.3 from Econometrics textbook by Davidson and MacKinnon 

y=rnorm(200,100,1) #create artificial data for income n=200

cons=1+2*y+rnorm(200)/10  #create artificial data for consumption

reg0=lm(cons~y) #run regression

summary(reg0)

> names(reg0)

 [1] "coefficients"  "residuals"     "effects"       "rank"         

 [5] "fitted.values" "assign"        "qr"            "df.residual"  

 [9] "xlevels"       "call"          "terms"         "model"        

  #you can avoid dollar symbol etc if you know the location of the name and use double brackets with numbers. E.g, first output is coefficients

> reg0[[1]]

(Intercept)           y 

  0.5663863   2.0042791 

#start with nobs=4

# do several regressions for nobs=4,5,6,…, 200

# collect regression coefficients and standard deviation of residuals 

# into two sets of answers when nobs=4,5,6,   200.

a=c(1,1);   #this creates a dummy row of ones to collect coefficients (first set of answers)

sdresi=1; #this creates a dummy row of ones to collect standard deviations of residuals

# do several regressions for nobs=4,5,6,…, 200

nobs=4

while (nobs <201) # this sets the range of values of nobs

# now begin the operations to be repeated with left curly brace

{ y1=y[1:nobs]; cons1=cons[1:nobs];  

# this collects data for 1:nobs for both y and cons column vectors 

#and names them y1 and cons1

reg1=lm(cons1~y1);  #this runs the regression of selected data subset

#now the trick to collect the answers without printing results of each regression.

# note that reg1$coef" will be a vector of coefficients creatd by the lm command

# note the dollar sign and name of output as the convention 

# in R for pulling the output out of R

#for further manipulation

 a=rbind(a,reg1$coef); 

# each time in the loop just place the coefficients under 

# the dummy vector a defined above

# get the residuals of regression out by the resid(reg1) command and 

# find the standard deviation of  residuals by the sd command

#now collect the answers one below the other without printing one at a time

sdresi=rbind(sdresi,sd(resid(reg1)));

#now all operations within the loop are done

#now increment nobs by 1

                        nobs=nobs+1

}

#the right curly brace means you are done with repeated operations

# now we print the results all together 

result=a[2:nrow(a),]   #delete the first dummy row of a

result

result2=sdresi[2:nrow(a),]   #delete the first dummy row of a

result2

# for plotting we need something to put on horizontal axis

# let us name is xx

xx= 4:(nrow(result)+3)  #this will have nobs from 4 onwards

plot(xx,result[,2])  # this will plot nobs on X axis and slope on Y axis

plot(xx, result2) # this will plot nobs on X axis and residual standard deviations on Y axis

12) Getting inside a program and get at things you want

Example of spectrum program on data called lh  USE names command this way

spectrum(lh)  # lh means Luteinizing Hormone in Blood Samples

#this command draws the raw periodogram for lh data

spectrum(lh, spans=3)  #does a smoothed spectrum

> names(spectrum(lh))

 [1] "freq"      "spec"      "coh"       "phase"     "kernel"    "df"       

 [7] "bandwidth" "n.used"    "orig.n"    "series"    "snames"    "method"   

[13] "taper"     "pad"       "detrend"   "demean"   

> spectrum(lh)$freq

again to get at data u need to specify data name (lh)  before the dollar symbol

13) approx (base package) has Linear Interpolation

approx( c(3,4), c(5,6),3.5)$y

will give  5.5 as the interpolated value when we want to evaluate at 3.5

approxfun(x, y = NULL,       method="linear",

          yleft, yright, rule = 1, f = 0, ties = mean)

14) Recovering original order

x=1:5  #define x

y=c(23, 3, 45, 100, 88) #define y

y[order(y)]# is same as sort(y)

o=order(y)  #the order itself 2 1 3 5 4  since 23 is second largest, 3 is 1st etc.

yord=sort(y)  #gives order stats 3  23  45  88 100

yord[o]  # this recoves original y from order stats we are evaluating in order o

indx=seq(along=y)  #this gives the sequence 1:5 without having n=5 and length(y) etc.

ym1=y[indx+1] #   3  45 100  88  NA   last item is obviously NA or not available when 

#index is increased by 1

sum(y,ym1, na.rm=T) # this gives the sum after removing the NA as 495 na.rm=T means

# go ahead and remove the NA

Sort a data-frame using the command order. Combined with indexing functions, it 

works as follows: The $ used below does not work for matrices, but you can use the column number as in x[order(x[,2]),]
x <- c(1,3,5,4,2)

y <- c('a','b','c','d','e')

df <- data.frame(x,y)

df; df[order(df$x),]

15) 20% Trimmed Mean similar to scoring by judges in Olympics.

y=c(23, 3, 45, 100, 88) #define y with n=5 items

mean(y, 0.2)  

i.e. after trimming off 20% of n=5, which means trimming off 1 item from both ends after ordering, i.e., after trimming off 3 and 100 as the smallest and the largest numbers in y and averaging the middle 3 numbers (23, 45, 88) with the answer=52

16) cumsum  (cumulative sum, prod, max, min)

Returns a vector whose elements are the cumulative sums, products,   minima or maxima of the elements of the argument. (Random walk process is a cumsum of unit normals).

x=1:10

cumsum(x)# 1  3  6 10 15 21 28 36 45 55 also filter(x,1,"recursive")

cumprod(x)# 1  2 6  24 120 720 5040 40320  362880  3628800

cummax(x)# this is 1 to 10

cummin(x)# this is just ones

#Using cumsum can avoid having to call mean many times in some cases

17) DOWLOAD PACKAGES FROM R AS ZIP files

- Go to www.cran.R-project.org

- On the left hand side column click on "packages" (It is the third item under software)

- On the page on the Right hand side of the screen that will come up, you must scroll down until there is a list of the available packages to be installed.

- double click on desired package (eg. setRNG)

- a new page will open up

- Towards the bottom of this page there will be an option called "windows binary" followed by a link  (eg. setRNG 2004.4-1.zip)

(note that the last option is a " reference manual" to the package you are installing, which gives useful info about the package)

- click on this link  (eg. setRNG 2004.4-1.zip)

- a file download window will pop up, click on save (remember under which drive you are saving) 

- Now open R

- On the top of the screen go to the packages option

- Then choose "Install package from local zip file"

- A window will pop up, you must go to the drive where you saved the package from cran (the package file will appear with a folder with a zipper in the middle)

- Click on the folder, then on open towards the bottom of this window

- The window will automatically close

- Go to packages on the top of the R page again

- Choose the first option "load package"

- A list of packages will pop up

- click once on the package you have installed (eg. setRNG) and then click on OK

- Package should be ready to be used.

Some LINKS for very elementary stats using R

21. http://www-stat.wharton.upenn.edu/~buja/STAT-541/lecture-11.R [image: image4.png]



18) How to Do similar operations on data stored in different files in different

locations with complicated paths including path types and distinct filenames?

This involves using a function called paste applicable to character vectors or strings and the option sep=""  to remove spaces

as.character(paste("A",1:4,sep=""))

[1] "A1" "A2" "A3" "A4"

cntry=c("India", "japan", "usa")

patha=c("c://data//zhang//")

pathb=c(".csv")

cntry2=cntry  #place to hold the answers below

cntry2=cntry  #place to hold the answers below

icntr=1  #begin the loop

while (icntr <=length(cntry)) 

{ 

print(paste(c("Begin analysis for country=", cntry[icntr]),collapse=""))

cntry2[icntr]=paste(c(patha,cntry[icntr],pathb), collapse="")

print(cntry2[icntr])

#stuff here where actual fitting is done for each country

print(paste(c("End analysis for country=", cntry[icntr]),collapse=""))

icntr=icntr+1}

19) Cute printing within functions: use cat command for cataloguing or printing

cat("\nBetween Estimates\n")  #backslash \ and n means: make a new line

#above does not work if one replaces cat by print 

#the advantage of cat is that it does not print silly quotes

backslash \t means tab

Getting rid of quotation marks in printed output

n=20; print(c("length=", n), quote=F)

format(2^31-1)  #format is command for pretty printing 2147483647

format(2^31-1, sci = TRUE)#2.147484e+09 scientific notation

format(13.7, nsmall = 3)#"13.700"

format(1e6, big.mark=",", scientific=FALSE)#[1] "1,000,000"
prints large numbers with commas for thousands
require(scales);comma(10e10)# gives  "100,000,000,000"  dollar(15200) gives $15,200
noquote(letters) #a way to NOT print quotation marks

 [1] a b c d e f g h i j k l m n o p q r s t u v w x y z

20) Manipulating Character Strings in R

R offers powerful methods for String manipulation with 'as.character', 'substr', 'nchar', 'strsplit'; further, 'cat' which concatenates and writes to a file, and 'sprintf' for C like string construction.  Just type help(paste)  etc to get further info.   x=8; x <- 8

sprintf("Regular:%d", x)

# "Regular:8" 
# Can print to take some number of characters, leading with spaces.

sprintf("Leading spaces:%4d", x)#
# "Leading spaces:   8"

# Can also lead with zeros instead.

sprintf("Leading zeros:%04d", x)

#"Leading zeros:0008:"
Also 'grep' searches for matches to 'pattern' (its first argument), ‘regexpr’ = regular expression and ‘gregexpr’

grep("[a-c, w-z]", letters)

#gives  1  2  3 23 24 25 26  the locations in the alphabet

While grep(pattern, x) searches for matches to pattern (its first argument) within the character vector x (second argument), functions called regexpr and gregexpr do too, but return more detail in a different format. 

If we have x=c( 147.0, 151.8, 161.0).  Now max(x) is 161.0.  We want to know what location or what position is the max(x) located at.  The is obtained by

grep(max(x),x)  where the pattern is max(x) and the answer will be 3, its location

jjgreptest=c("abc", "a.bc", "a\\bc", "a\tbc", "aabbcc");grep("\\.", jjgreptest) # finds the dot

sub and gsub perform replacement of matches determined by regular expression matching. 

pmatch seeks matches for the elements of its first argument among those of its second

pmatch("m",   c("mean", "median", "mode")) # returns NA

pmatch("med", c("mean", "median", "mode")) # returns 2

charmatch(c("", "ab", "ab"), c("abc", "ab"))#returns 0,2,2

q=character(20)

phrase="a sentence"

for (i in 1:20) q[i]=substr(phrase,1,i)#substring function

q

 [1] "a"          "a "         "a s"        "a se"       "a sen"     

 [6] "a sent"     "a sente"    "a senten"   "a sentenc"  "a sentence"

[11] "a sentence" "a sentence" "a sentence" "a sentence" "a sentence"

[16] "a sentence" "a sentence" "a sentence" "a sentence" "a sentence"

21) HOW To update to a NEW VERSION of R without having to load each contributed package?

Right click on R

Go to properties

Find Target to know where it is,  Open my computer and then go to the target (except bin) Rename the folder [For example, if it is at c:/program files/R/R-2.14.1 and you are installing the new version number R-2.14.1,.  The folders for old versions can be deleted to save space. Sometimes one needs to  remove a bunch of packages.  

Note the command in not uninstall.packages("  ") it is remove

R recommends the following updating method, which always works!

uninstall R, install the new version, copy any installed packages to the library folder in the new installation, run update.packages(checkBuilt=TRUE, ask=FALSE) in the new R and then delete anything left of the old installation. Different versions of R are quite deliberately installed in parallel folders so you can keep old versions around if you wish. 

http://cran.r-project.org/web/views/Econometrics.html
is useful to keep an eye on econometrics task views.

It is easier to use installr package and command is updateR()  it also updates packages automatically
22) pmin (pair minimum) is an interesting function for minimum in R

> min(5:1, pi) #find one smallest number in the list

[1] 1

> pmin(5:1, pi) #-> find 5 numbers from pairs of numbers 5:1 versus pi compared.

[1] 3.141593 3.141593 3.000000 2.000000 1.000000

pmin is useful in doing the Huber phi function

23) Parallel Computing in R.  There exists a lib "Networkspaces", when you put that under your directory of R, R  can excute for parallel computation. You can find it by searching the keyword "NWS" in the R-project website.   npRmpi does parallel computing for the np package
24)  Using the COLON with factor type categorical data.

let4=factor(letters[1:4])

let44=let4:let4

levels(let44)

 [1] "a:a" "a:b" "a:c" "a:d" "b:a" "b:b" "b:c" "b:d" "c:a" "c:b" "c:c" "c:d"

[13] "d:a" "d:b" "d:c" "d:d"

let2at.time=lev44[c(2:5,7:10,12:15)]  #remove repeating ones

let2at.time

[1] "a:b" "a:c" "a:d" "b:a" "b:c" "b:d" "c:a" "c:b" "c:d" "d:a" "d:b" "d:c"

let444=let4:let4:let4   #LISTS  4*4*4=64 all possible things,  to get unique ones

does not seem possble with simple command.

this does a kind of listing of all permutations, not quite

25) "if(missing)"  is a way to supply arguments to functions if user forgets them

if(missing(p)){

    set.seed(345)

    p <- runif(n)

26) Matrix Operations on Columns

colSums (x, na.rm = FALSE, dims = 1); rowSums     colMeans
     rowMeans are similar

27) embed Embeds the time series 'x' into a low-dimensional Euclidean space.  It can be useful for moving median, moving average computations.

x <- 1:7

embed (x, 3)#this places the 1:7 time series in 3 column matrix

#     [,1] [,2] [,3]  #first column starts at 3, 

#[1,]    3    2    1  #scond column has lagged values

#[2,]    4    3    2  #third col has 2nd lagged values

#[3,]    5    4    3

#[4,]    6    5    4

#[5,]    7    6    5

z <- rowMeans(embed(x, 2))  

#computes intermediate points in MEboot algorithm

Alternatively Prof. Racine suggests a function to return a vector of the same length as the original vector with NA’s padded for the missing values.

lag.numeric <- function(x,l=1,pad.NA=TRUE) {

if(!is.numeric(x)) stop("x must be numeric")

if(l < 1) stop("l (lag) must be a positive integer")

if(pad.NA) x <- c(rep(NA,l),x)

return(embed(x,l+1)[,l+1])}  #example follows
x <- 1:10

x.lag.1 <- lag.numeric(x,1)
28) The "which" function

Which numbered letter is R in the English alphabet? 

which(LETTERS == "R")

[1] 18

>      which((1:12)%%2 == 0) # which are even numbers?

[1]  2  4  6  8 10 12

x=c(12,4,6,19); which(x  == max(x))

29) split / cut commands nicely split data into categories. 

n=3; nn=12; g=factor(round(n*runif(n*nn)));g

2 1 2 2 0 1 0 2 0 2 0 2 0 2 0 2 2 1 1 2 1 2 3 2 1 2 0 2 2 3 0 1 2 3 3 0

x <- rnorm(n * nn) + sqrt(as.numeric(g))

split(x,g)

split(1:10, 1:2) #gives odd numbers as first split and even as second

aaa <- c(1,2,3,4,5,2,3,4,5,6,7)

cut(aaa, 3); ), findInterval is also a useful command

bbb=sort(aaa)# 1 2 2 3 3 4 4 5 5 6 7 where 10th number is 6

findInterval(6,sort(aaa))#finds 10 implying bbb[10]<= 6 < bbb[11]

findInterval(4,bbb)#finds 7 which means that bbb[7]<= 4 < bbb[8]

cut2 in package hmisc for a canned way to form quantile group

split(state.name[1:9], state.region[1:9]) #has interesting example

30)  numerical integration  and plotting all columns of a matrix

area(MASS)              Adaptive Numerical Integration from MASS library

diffinv(stats)          Discrete Integration: Inverse of Differencing

integrate(stats)        Integration of One-Dimensional Functions

f1 <- function(x){x}

integrate(f1,0,1)#gives correct answer 0.5

#BUT if you give it a scalar input as in

#f1 <- function(x){1} where 1 makes it a scalar, then it fails!

print("we create artificial matrix of rank score functions")

 set.seed(2345)

 x=runif(80, max=3, min=1)

 xm=matrix(x,20,4)

sxm=sort(xm)

sxm=matrix(sxm,20,4)

x=as.matrix(1:20)

matplot(x,sxm,type="l", main="Plot of artificial rankscore functions") 

 diffinv(sxm,1)

integrate() requires a vector function.  The following defn of a constant function works fine#gives the right answer 1

f4 <- function(x) rep(1,length(x)); integrate(f4,0,1) 

31) Spline functions

splinefun() returns a function that now also has a 'deriv' argument and can provide up to the 3rd derivative of the interpolating spline, thanks to Berwin Turlach. Performs cubic spline interpolation of given data points, returning  either a list of points obtained by the interpolation or a function performing the interpolation.

32) Union and Intersection of sets in R

a1=letters[1:5]

a2=letters[3:5]

inta=intersect(a1,a2)

#[1] "c" "d" "e"

una=union(a1,a2)  #sensibly adds two sets without repetition

#[1] "a" "b" "c" "d" "e"

subtracting one set from another cannot be done with minus  set theory
setdiff(a1,a2)# will subtract a2 from a1  giving "a" and "b" 

#setdiff means in a1 but not is a2

setequal(x,y)  is.element(e1, set)

is.element accomplishes in(set) or subset, No in(x) in R.  The package prob has function  isin(x,y)  to know if whole vector y is in ecrtor x  {try x %in% y}

33) Indenting your functions so that they have a professional look  (pretty R)
 library(formatR) #install this package.  Highlight and Ctrl+C to copy the text to clipboard

 tidy_source()  # does the indenting etc etc for one file while keeping the comments, making things neat with good indents.  This is an alternative to pretty R.
tidy_dir() does this for the whole directory.
start a new R session,  type

objects()


#remove all old objects with the rm command  

rm(list=ls())

#removes all, be careful

options(useFancyQuotes=FALSE)  gets rid of strange Latex printing of significance codes,  sQuote(x) puts single quotes and sQuote(x) puts double quotes aroud object x
#Now copy and paste the R program you want to give professional look into R

#and run it with an example in R.  Now

#type objects() to get its correct name as understood by R

options(keep.source = FALSE)

ls() #functionName should be present as an object

dump("functionName", file ="c:/temp/functionName.R")

http://cran.r-project.org/doc/manuals/R-exts.html#Writing-R-documentation-files
has further info

34) Software for R Editing and viewing of code with programming hints.

Text file editing before sending to R is recommended.

Tinn-R editor freely available at:

http://www.sciviews.org/Tinn-R/
go to the bottom of the page and download click on Setup for Tinn-R

Tinn-R has a menu on the left side under R-card which helps if you forgot the exact syntax of any R command.

open R-gui and then open Tinn-R, it seem to automatically find the R-Gui location on my system:   

"C:\Program Files\R\R-2.11.1\bin\Rgui.exe"

Tinn-R allows you to send stuff to R directly. On some cpmputers more work might be needed to help Tinn-R locate the Rgui.exe file

It can find Rterm  for R terminal right from Tinn-R with output visible in a window

right within Tinn-R.  I move it to the lower half

It is possible to use

As a test, open a blank file and type the following two lines of code.

x=4

print(x^2)

Highlight the two lines of code and click Top Line of Tinn-R Gui on R send to Rselection (means highlighted code)

If all is well, the Rgui should display:

> x=4

> print(x^2)

[1] 16

You can of course send an R program file, provided it is saved with file extension r.

To change the font size of Tinn-R,  use  optionsmaineditor and choose the courier size 14 Font

Rstudio  seems better than TinnR in some respects;  Download it for free at:

http://rstudio.org/          To update it go to help-> check for updates 

It is nicely linked with Knitr and Sweave

http://www.openanalytics.eu/downloads/architect
Architect may be even better than Rstudio since it uses autocomplete

to help with naming conventions of R.  For example, if you type 

readTable followed by 2 keys Ctrl+space tells correct naming read.table
matrixPlot  does not work

MatPlot followed by 2 keys Ctrl+space  tells the correct matplot

Architect will find the right syntax for the R function even if you have forgotten it.

Architect is a huge package and one needs Java available for it to work

I downloaded the 64 bit version but Java is in 32 bit version, so it did not work.

I had to replace the 64 bit version with 32 bit version of Architect

R AnalyticFlow is additional productivity tool from Japan, also free, showing work-flow charts.  Create, edit, save and load an analysis flow
35) What to do if a data set within a package will not load?

load( file.path(system.file(package="meboot"), "data/hall.rda") ) 

An excel file called iris is in the gdata package. TO get exact

location of the file issue the following commands.

library(gdata)

xlsfile <- file.path(.path.package('gdata'),'xls','iris.xls');xlsfile

36) Package allows Excel to use R function.  I have not used this successfully

http://cran.r-project.org/contrib/extra/dcom/

37) Print matrix without row numbers?

x=matrix(0,4,3)

xmat=as.matrix(x)

rownames(xmat)=character(nrow(xmat))

print(as.matrix(xmat))

#print(as.matrix(xmat), quote=F, right=T)
#More detailed command

38) Deparse:  Turn unevaluated expressions into character strings! also see "substitute"

(e.g., used for plotting some information along vertical labels below)

myplot =  function(x, y) { 

plot(x, y, xlab=deparse(substitute(x)),ylab=deparse(substitute(y)))}

myplot(z,y) #correctly labels horiz axis as z

"match" is also a useful command worth learning.

deparse(substitute(car))  will give "car" as character
39) Compare two (equal length) vectors for equivalence.  Return a new vector with elements of 0 or 1:  0 if the elements are equal or a 1 if they are not equal. 

actualvec <- c(1,1,1,2,3,2,2,3,1,2,3,3)

pred1vec  <- c(1,2,1,2,3,2,1,3,2,3,3,2)

resultmat <- pred1vec == actualvec  #uses logical equal ==

print(as.numeric(resultmat))

40) Divide a range of x values into intervals

The cut command divides the range of x into intervals and codes the values in x according to which interval they fall. The leftmost interval corresponds to level one, the next leftmost to level two and so on.

Z <- rnorm(10000)

table(cut(Z, br = -6:6))

41) Is any element of a matrix less than 0.2 (say) and similar test operations?

set.seed(245); x=matrix(runif(10),5,2);  x

apply(x,2,function(x){any(x<0.2)}) #any element

apply(x,2,function(x){all(x<0.2)}) #all elements

rep(1,nrow(x))%*%ifelse(x<0.2,1,0) == nrow(x)

42)  missing data

>  a <- c(1,2,3,4,5,NA,6,7,8,NA,9,10)  # a vector with missing data

is.na(a)

#    [1] F F F F F T F F F T F F           # missing entries are T for true

sum(a)

#    [1] NA                                # doesn't work

sum(a[!is.na(a)])                    # sums over non missing entries

#    [1] 55                                # correct result

43) parallel or elementwise maximum of two vectors  use pmax

 'pmax' and 'pmin' take several vectors (or matrices) as arguments

     and return a single vector giving the "parallel" maxima (or

     minima) of the vectors.  The first element of the result is the

     maximum (minimum) of the first elements of all the arguments, the

     second element of the result is the maximum (minimum) of the

     second elements of all the arguments and so on.  

min(5:1, pi) # yields one number as the ultimate minimum

pmin(5:1, pi) # this command yields  5  numbers all minimum in sequence

IF you want to know the location of the max or min use the function

loc.max=function(x){(1:length(x))[x==max(x)]}[1] 

#example #x=sample(1:9); loc.max(x);x

loc.min=function(x){(1:length(x))[x==min(x)]}[1] 

loc.mtxmax=function(x){i=loc.max(x); c(row(x)[i],col(x)[i])}

set.seed(23);x=matrix(sample(1:12),4,3);x

#this x is like this where the max in 4th row first column

#[1,]    7    9   10

#[2,]    3   11    8

#[3,]    4    6    2

#[4,]   12    5    1

loc.mtxmax(x); gives the correc answer 4 1

loc.mtxmin=function(x){i=loc.min(x); c(row(x)[i],col(x)[i])}

loc.mtxmin(x) #gives correct answer 4th row 3rd column 4 3

44) Matrix Condition numbers (for collinearity diagnostics). 

Following function in R calculates them reliably.

my.kappa <- function (z, exact = FALSE, ...) {

    z <- as.matrix(z)

    if (exact) {

        s <- svd(z, nu = 0, nv = 0)$d

        max(s)/min(s[s > 0])  }

    else if (is.qr(z)) 

        kappa.default(z)

    else if (nrow(z) < ncol(z)) 

        kappa.default(qr(t(z)))

    else kappa.default(qr(z)) }

#here is how you use the function

my.kappa(cbind(dp1,du,u1),exact=T) #if regressors=dp1,du,u1

# if condition number is large  (>30?) we have severe collinearity.

45) regression with heteroscedastic errors example by Javier L´opez-de-Lacalle

x1 <- c(1:50)

innov <- rnorm(50, mean=2, sd=seq(1,6,0.1)[-1])

y <- 0.6*x1 + innov

lm1 <- lm(y ~ x1)

summary(lm1)

#White’s variance-covariance matrix is computed as (XX)-1XSX(XX)-1

X <- model.matrix(lm1)

S <- diag(residuals(lm1)^2)

XX <- solve(crossprod(X))

White.vcov.v1 <- XX %*% crossprod(X, S) %*% X %*% XX

#The same results are obtained using the hccm function in the car package or

#vcovHC from the package sandwich with the appropiate type option.

library(car)

White.vcov.v2 <- hccm(lm1, type="hc0")

library(sandwhich)

White.vcov.v3 <- vcovHC(lm1, type="HC0")

#ncv.test(car) has score test for hetero Cook and Weisberg

45) ARIMA model estimation with seasonals

model <- arima(log(AirPassengers), order=c(0,1,1),

seasonal=list(order=c(0,1,1)))

#Diagnostic checks Jarqe Bera and Ljung-Box tets with corresponding p-value.

res <- residuals(model)

library(tseries)

jarque.bera.test(res)

Mjb <- matrix(nrow=24, ncol=2)

for(i in 1:24){

jb <- Box.test(res, lag=i, type="Ljung-Box")

Mjb[i,1] <- jb$statistic

Mjb[i,2] <- jb$p.value

}

Mjb <- data.frame(Mjb)

dimnames(Mjb) <- list(paste("Lag", 1:24, sep="."), c("stat.", "pval"))

46) Frequency Histogram with polygon drawn in  using old faithful data

library(MASS)

h <- hist(geyser$waiting, prob=TRUE, plot=FALSE)

# compute the frequency polygon

diffBreaks <- h$mids[2] - h$mids[1]

xx <- c( h$mids[1]-diffBreaks, h$mids, tail(h$mids,1)+diffBreaks )

yy <- c(0, h$density, 0)

# draw the histogram 

hist(geyser$waiting, prob = TRUE, xlim=range(xx),

    border="gray", col="gray90",main="Geyser waiting times", ylab="Relative frequency",xlab="Time between eruptions")

# adds the frequency polygon

lines(xx, yy, lwd=2, col = "royalblue")

47) How can I turn a character string into a variable?

If you have a string:

varname <- c("a", "b", "d")

you can do

get(varname[1]) + 2

for

a + 2

or

assign(varname[1], 2 + 2)

for

a <- 2 + 2

or

eval(substitute(lm(y ~ x + variable),

list(variable = as.name(varname[1]))

for

lm(y ~ x + a)

At least in the first two cases it is often easier to just use a list, and then you can easily

index it by name

vars <- list(a = 1:10, b = rnorm(100), d = LETTERS)

vars[["a"]]

without any of this messing about.

How to create objects with similar names in a loop?

assign=Assign a value to a name in an environment

for (i in 1:n) assign(paste("x",i,sep=""), something[i]$somethingelse)

for (i in 1:n) assign(paste("x",i,sep=""), as.matrix(x[,i]))  #this did not work

for (i in 1:n) assign(paste("x",i,sep=""), x[,i, drop=F])  #this did not work

Another example of squaring the numerical values stored in three variables. First we initialize the variables.

 x = 1;  y = 2;  z = 3:7
Loop over the variable names (as strings), creating a temporary copy of each one and applying the operation to the copy. Then the copy is assigned back to the original variable.

 for (n in c("x", "y", "z")) {

   v = get(n)

      v = v**2

     assign(n, v)}

Finally we check that the operation has been executed as expected.

48) Where have all the methods gone  in use.method() ?

Many functions, particularly S3 methods, are now hidden in namespaces. This has the

advantage that they cannot be called inadvertently with arguments of the wrong class, but it makes them harder to view. To see the code for an S3 method (e.g., [.terms) use

getS3method("[", "terms")

To see the code for an unexported function foo() in the namespace of package "bar"

use bar:::foo. Don’t use these constructions to call unexported functions in your own

code—they are probably unexported for a reason and may change without warning.

49) Numerical accuracy in floating point arithmetic is discussed by David Goldberg (1991), "What Every Computer Scientist Should Know About Floating-Point Arithmetic", ACM Computing Surveys, 23/1, 5–48, also available via 

http://docs.sun.com/source/806-3568/ncg_goldberg.html.  Here is an example.

0.1 + 0.1 == 0.2 # True
0.1 + 0.1 + 0.1 == 0.3 # False
0.1 + 0.1 + 0.1 + 0.1 == 0.4 # True
50) How can I capture or ignore errors in a long simulation? Use try(), which returns an object of class "try-error" instead of an error, or preferably try Catch(), where the return value can be configured more flexibly. For example

beta[i,] <- tryCatch(coef(lm(formula, data)),

error = function(e) rep(NaN, 4))

would return the coefficients if the lm() call succeeded and would return c(NaN, NaN, NaN, NaN) if it failed (presumably there are supposed to be 4 coefficients in this example).  NaN means "not a number."  Try typing is.nan(0/0), you get TRUE

 51) vignettes Packages like HSAUR (handbook by Everitt…) include vignettes, documents providing brief description of methodology with a range of applications. The code that replicates the examples is found in a pdf file and also available in C:\Program Files\R\R-2.4.0\library\HSAUR\doc  

See "*.RNW" file which can be read as text file in MSWord.  Search for the relevant wording. Usually between "<< >>="  and "@" has small parts to copy and paste in R.

52) switch command is useful in writing function. e.g. a function for 3 measures of centering from a random data 10 numbers from a Cauchy density.(without if commands). It provides options to the user of the function better than ifelse

set.seed(23)

centre <- function(x, type) {

out=  switch(type,
        mean = mean(x),#No quotes around mean on left side here
        median = median(x),

        trimmed = mean(x, trim = .1))

return(out)}

x <- rcauchy(10);centre(x, "mean");centre(x, "median")

centre(x, "trimmed")#quotes needed here when replacing type
53) Writing iterations and printing the progress of a long simulation, 

exclamation symbol is useful here. 

!x returns True only if x=0

iter=100;i=1:iter;  if(as.logical(!(i*100/iter)%%5))

    cat(paste(i*100/iter, "% complete.", sep=""), "\n")

54) http://www.stat.pitt.edu/stoffer/tsa2/index.html
has R code for time series including stochastic volatility seasonal arima etc. Shumway, R. H. and R. S. Stouffer (2006) Time Series Analysis and Its Applications: With R Examples. Second Edition

55) Roots of a polynomial are available by the function 'polyroot'  (solving polynomial, or solving equation)
(x-1)(x-2)(x-3)=0 has x3-6x2+11x-6. use polyroot(c(-6,11,-6,1))  gives 1-0i 2+0i 3-0i

where +0i is for the imaginary part and is ignored.  It really gives roots= 1,2,3, as desired.

It is tempting to search for equation root, eqnroot or eqroot, but those are not the names used by R.

56) LeadsLags function by Vinod using embed in R
LeadsLags=function (y, nleads = 0, nlags = 0, name.prefix = "yt") 

#author Prof. H. D. Vinod, Fordham University, April 11, 2007

#purpose create variables for leads and lags without missing data

#name prefix must be a character, need to use attach command to get names

{

    nn = nleads + nlags + 1

    outy = embed(y, nn)

    np = paste(name.prefix, "+", sep = "")

    nm = paste(name.prefix, "-", sep = "")

    nam = rep(NA, nn)

    if (nleads > 0) 

        nam[1:nleads] = paste(np, (nleads:1), sep = "")

    nam[nleads + 1] = name.prefix

    if (nlags > 0) 

        nam[nn:(nn - nlags + 1)] = paste(nm, (nlags:1), sep = "")

    colnames(outy) = nam

    outy = as.data.frame(outy)

    return(outy)

}

#example

y=101:115

LL=LeadsLags(y,nlags=3, nleads=1, name.prefix="zt")

LL; summary(LL)

attach(LL)

summary(zt-1)

57) stopping a function conditionally if error is calling it is detected.  For example, stop("length of x != length of group") #in Hmisc fn Ecdf.default

58) R function for replacing missing values (NAs) by older value sequentially

backwards in time till all missing are gone by Vinod

NAbyOLD= function(x){

#replace x value by lagged value if it is missing

#author H D Vinod, May 15, 2008

n=length(x); y=x

mis=length(y[is.na(y)])

for (i in 2:n){if (is.na(y[i])) y[i]=y[i-1]}

mis=length(y[is.na(y)])

if (mis>1) {print("still missing values equal"); print(mis)}

return(y) }

#example 

x=c(13,17, 21, NA, 3, 8, 34, NA, NA, 9, 5, NA, NA, NA, NA)

newx=NAbyOLD(x)

59) getwd()  gets the location of working direction for R

Sys.getenv("R_USER")  also does the same thing

     system("cmd",input="Explorer .")#nice way to open folder
60) file.choose()  lets the browser to choose the right file  (not file.find)

61) Most common errors when writing R code, are

   i) forgetting that "log(x)" means ln(x) not log10(x),

   ii) forgetting to use "==" in if statements (e.g. you have to type "if (x==3) { ..."

instead of "if (x=3) { ...") and

   iii) comparing with a negative number (e.g. "if (x<-3) { ..." doesn’t work - you

have to say "if (x<(-3)) { ...").

cat("\b\b stars to you for getting this far!\n")
#"\b" means backspace

62) FFT Fast Fourier Transforms (Tukey's) are obtained by function fft

the multivariate version by mvfft(z, inverse = FALSE) where z is a real or complex array containing the values to be transformed. if TRUE, the unnormalized inverse transform is computed (the inverse has a + in the exponent of e, but here, we do not divide by 1/length(x)).

63) Reversing a character string 

x="somestring"

paste(substring(substring(x,nchar(x):1),1,1),collapse="")#"gnirtsemos"

64) Getting the location of NAs or missing values in a vector

 x=c(1, NA,  3,  4,  5,  6, NA, 18)

(1:length(x))[is.na(x)]  #gets it as 2 7  OR use the following

seq(along=x)[is.na(x)]

get is a function which will Search for an R object with a given name and return it. 

get(paste(part1,part2,sep="")) will combine two names

#creating 16 Latex tables of descriptive stats

library(xtable)

table.name=rep(NA,16) #location for 16 names

for (i in 1:16){

table.name[i]=paste("Table",i,sep=".")

ii=(i-1)*8+1 #table names are Table.1 to Table.16

ii2=(i-1)*8+8

if (i==16) ii2=(i-1)*8+3 #use if last table has fewer columns

ii3=select.col[ii:ii2]#among the selected columns

assign(table.name[i],basicStats(mer[,ii3]))

#assign equates the R content to our artificial name

print(xtable(get(table.name[i])))}#get evaluates an object

65) x <- c(1,2,4,6,1,5,6) # i want to know the 6 is at location 4

match(6,x) #ans  4 but misses the second 6

match(x[x>2], x)  #which numbers exceed 2? 3 4 6 4 is wrong

match(x[x==1], x) #this fails giving 1 1

seq(along=x)[x==1] #location of which are =1 ans=1 5  This is the only

correct way.  Using match() will fail

seq(x)[order(match(x,refvector))]  #matches with a reference vector hard to understand

a=c(1,5,7); b=c(9,8,7,5,4); I want a vector of T or F when element of a matches that of b

!is.na(match(a,b))

match(a,b,F)>0 # both give the right answer FALSE  TRUE  TRUE

X[is.na(match(X$A,Y),] where match returns indices of values of the second vecto that match the values in the first.  If not found, it returns NA. We use is.na to find those locations

66) rle function gives runs and lengths 

x=c(2,2,4,5,5,1,1,2);rle(x) #gives following

#Run Length Encoding

  lengths: int [1:5] 2 1 2 2 1  first number 2 is repeated 2 times

  values : num [1:5] 2 4 5 1 2  second new number 4 is repeated only once

67) make.names(c("a and b", "a-and-b"), unique=TRUE)  make syntactically valid names out of character vectors

68) not duplicated entries are found by

x=c(1,3,3,4,5,7,7,7)

!duplicated(x)

[1]  TRUE  TRUE FALSE  TRUE  TRUE  TRUE FALSE FALSE

replicated=function(x) {x1=factor(x, exclude=NULL)

return(tabulate(as.integer(x1))[x1])}

x=c("cat", "dog", "cat", NA, "mouse",NA); replicated(x) 

Identifying Number of Duplicate Records (by Manuel Pointes)
table(duplicated (D$V1)) /*Indicates number of duplicated entries in Variable V1 
Create Dataframe with ONLY duplicated entries. 
D$DUPS<-duplicated(D$V1) 
D$DUPSR<-duplicated(D$V1, fromLast=TRUE) 
D1<- D[((D$DUPS=="TRUE") | (D$DUPSR=="TRUE")),] /* This will give all duplicated records

69) Checking monotonicity of numbers

all(diff(x)<0)# gives False if x is not strictly monotone decreasing

all(diff(x)<=0) #for weakly monotone decreasing

all(diff(x)>0)# strictly monotone increasing

all(diff(x)>=0) #for weakly monotone increasing

70) Passing a data name as a parameter into a function.  Use "get" as follows  f1=function(dataname){get(dataname)}; f1("data100")

71)  function to convert x=("23.3 45.3 1223.23") type stuff into numbers

char2num=function(x, sep=" "){y=grep(sep, substring(x, 1:nchar(x),1:nchar(x)))

as.numeric(substring(x,c(1,y+1),c(y-1,nchar(x))))} #works if only one space is present

72) New operator to compare two vector while understanding NAs.  a=c(1,2,NA);b=c(1,2,NA); a==b #gives True,True, NA (last is wrong)

all(a==b) #this gives wrong answer of NA even if a and b are identical

"%=na%"= function(x,y){ test.na = function(x){if (is.na(x[1]) & is.na(x[2])) return(T)

if (is.na(x[1]) | is.na(x[2])) return(F)

x[1]==x[2]}

apply(cbind(x,y),1,test.na)}

a %=na% b #correctly gives True, True, True

all(a %=na% b) #correctly gives True as the answer.

all.equal(a,b)#correctly gives True as the answer.

73) Recall (re=recursive calling) is used as a placeholder for the name of the function in which it is called. It allows the definition of recursive functions which still work after being renamed,

fib <- function(n)  #used to have Fibonacci numbers

   if(n<=2) { if(n>=0) 1 else 0 } else Recall(n-1) + Recall(n-2)

74)  Efficient creation of dummy regressor variables from "factor"

f1=factor(c("dog","cat","rat"))

contrasts(f1) #an interesting fn in R gives following matrix

#    dog rat

#cat   0   0

#dog   1   0

#rat   0   1

model.matrix(~f1)  #this is an interesting function in R

#  (Intercept) f1dog f1rat

#1           1     1     0

#2           1     0     0

#3           1     0     1

model.matrix(~f1)[,-1]#deletes the first column of all ones

#  f1dog f1rat

#1     1     0

#2     0     0

#3     0     1

model.matrix(~f1-1) #removes the intercept and gets it right

75) Filling missing data by linear approximation or by kernel approximation using s-plus posting by Jens Oehlschlaegel-Akiyoshi, 1997

fill.linear <- function(y,t=1:length(y),...){
  # replace missings by linear interpolation (c) JOA 1997 

  i <- is.na(y)

  y <- approx(t[!i],y[!i],t,...)$y

  if (sum(is.na(y))>0)warning("not all missings replaced");y}

fill.kernel <- function( y, t=1:length(y), kernel="normal",

bandwidth=max.na+2, all=F){

  # replace missings with kernel estimate (c) JOA 1997 

  # bandwidth=max.na+2 may not work if t is given

  i <- is.na(y)

  r <- rle(i)

  max.na <- max(r$lengths[r$values])

  if (all)

    y <- ksmooth( t[!i], y[!i], kernel=kernel, bandwidth=bandwidth,

x.points=t)$y

  else

    y[i] <- ksmooth( t[!i], y[!i], kernel=kernel, bandwidth=bandwidth,

x.points=t[i])$y

  if (sum(is.na(y))>0)warning("not all missings replaced")

  y}

#Example  y=c(2,  4,  6, NA, NA, 12, 14, 16, 18, 20)

fill.linear(y)# gives  2  4  6  8 10 12 14 16 18 20

round(fill.kernel(y),2)#gives 2  4  6  7.29 10.85 12 14 16 18 20

76) Adding fuz or jitter to numerical data

set.seed(239); x=sample(12); plot(jitter(x), typ="l")

> x

 [1]  8  9  5  2  4 10  7  3  1 11 12  6

> jitter(x)

 [1]  8.1977650  8.9407690  4.9211346  1.9920571  3.8975754  9.9342800

 [7]  6.9816228  3.0213941  0.9217192 11.1046917 11.8705330  6.0049818

> 

77) create dummy n-1 variable from a single variable which takes values

0 to n-1.   x=c(0,2,1,2,0); #want d1=c(0,1,1,0)and d2=c(0,1,0,1,0)

Solution:  m=matrix(0,nrow=length(x), ncol=max(x)); m[col(m)<=x]=1;m

78) subscripting within subscripting from two vectors of identical length [[

;a=1:11  # 1  2  3  4  5  6  7  8  9 10 11

;b=-5:5  #-5 -4 -3 -2 -1  0  1  2  3  4  5

a[b>0] # 7  8  9 10 11

;a[b[b>0]] # 1 2 3 4 5

79) Commenting out part of the code (proper balancing of ( { is assumed)

if(F){  #put the unwanted code here) }

80) Avoid loops by using function called lower.tri  Returns a matrix of logicals the same size of a given matrix with entries TRUE in the lower or upper triangle.

A1 <- A2 <-matrix(0,3,3)

A1[lower.tri(A1)] <- sample(1:10,3)

A2[lower.tri(A2)] <- sample(1:10,3)

A <- t(A1) + A2; A

81)  Splitting strings into sensible parts or substrings

#EXAMPLE nj.string <- " 12.345   1.2345E+02  0.123"

#gives "12.345"     "1.2345E+02" "0.123"    separating at spaces
unlist(mylist),  just turns the whole list into one long vector
use unlist and parse in one line with white space=T as the option used as follows:

unlist(parse(text=" 12.345   1.2345E+02  0.123",wh=T))

as.numeric(get.subs(" 12.345   1.2345E+02  0.123", sep=" "))

#also works 12.345 123.450   0.123

x1 <- list(a="a", b=2, c=pi+2i)

unlist(x1) # will give headings a b and c on the first line

# and second line has what is on RHS of = sign above.
81b) Converting strings into objects

eval and parse and "text=" 

If you have a character vector nam and want R to evaluate

the correlation coefficient between nam[2] and nam[3]

data vectors (not their names) use the following code
x2=eval(parse(text=nam[2]))
x3=eval(parse(text=nam[3]))

cor(x2,x3)

cor(get(nam[2]),get(nam[3])) #should work, get evaluates pasted names
When as numeric does not work, use the following:

difc2=as.numeric(as.character(df$X7))
82)  Subsets of a data frame satisfying certain conditions

subset =function(dataframe, subset = T){

# by Tony Plate

# function  to pick out a subset of a

# data.frame ... useful inside a function for

# analysis on components of databases

     subset <- eval(substitute(subset), dataframe)

     dataframe[ (1:(dim(dataframe)[1]))[subset],]

}

#Example:  define the data frame

x<-data.frame(a=1:3,b=10*3:5)

> x

  a  b

1 1 30

2 2 40

3 3 50

> subset(x,a>2)

  a  b

3 3 50

> subset(x,a>2 | b<40) #either a is >2 or b is <40

  a  b

1 1 30

3 3 50

83)  CPU time taken by R commands calculation proc.time(base)

function(your.function) { 

        now <- proc.time()[1:2]

        your.function

        spd <- proc.time()[1:2]

        spd}

84) Return a character vector containing all the names which occur in an expression or call.

all.names(expr, functions = TRUE, max.names = -1L, unique = FALSE)

all.vars(formula(reg1)) #will consider all unique variables

85)  applying a function elementwise to two lists without loops?  something is wrong here.  Following does not work

L1=list(1:3, 5:7); L2=list(1:3, 7:5); m=matrix(L1,3,2);

z=apply(matrix(1:length(L1)),1,function(i,L1, L2)

max(L1[[i]]/L2[[i]]), L1=L1, L2=L2)

86)  modifying selected elements of a matrix (say add 25 to rows 1,4 and col 3 only)

set.seed(9);m=matrix(sample(21:36),4,4);RO=c(1,4); CO=3;

m[cbind(RO,CO)]=m[cbind(RO,CO)]+25

87) AMMI models=Additive Main Effects Multiplicative Interaction models, Tukey 1 degree of freedom for interaction models. yij= +ai+bj  +g*ai*bj + eij. 

This nonlinear model shold be fitted by using nls.

88) Some math programming functions available in various libraries of R in parehtense

ipop(kernlab)           Quadratic Programming Solver

lp(lpSolve)             Linear and Integer Programming

lp.assign(lpSolve)      Integer Programming for the Assignment Problem

lp.object(lpSolve)      LP (linear programming) object

lp.transport(lpSolve)   Integer Programming for the Transportation

                        Problem

solve.QP(quadprog)      Solve a Quadratic Programming Problem

solve.QP.compact(quadprog)

                        Solve a Quadratic Programming Problem

ompr new package for mixed integer programming also clustering.
89) Letters to numbers

x=as.factor(letters[1:5]); x; as.numeric(x) #gives back 1 to 5

90) do.call constructs and executes a function call from a name or a function and a list of arguments to be passed to it. 

m1=1; m2=1:2; m3=2:3; m4=1:4;

do.call("cbind",lapply(paste("m",1:4,sep=""),get))

#     [,1] [,2] [,3] [,4]

[1,]    1    1    2    1

[2,]    1    2    3    2

[3,]    1    1    2    3

[4,]    1    2    3    4

91)  weaving R input and latex together Using help(sweave). Get the sweave.sty file from C:\Program Files\R\R-2.7.2\share\texmf and place it where you have the *.tex file. This works.  File menu of R GUI choose  Change dir… and give say c:\temp as the

location for the Tex files created by  Sweave(file.choose()). e.g. following file named "SweaveExample3.Rnw".  It automatically counts number of female cats etc., runs regression, plots and produces beautiful Latex created pdf file from pdflatex command

in WinShell

A useful function in R called as Stangle("myfile.rnw") issued in R nicely produces chunks of R code based on the myfile.Rnw file also sent to R.  Be sure to set the working

directory by the setwd("c:/temp") to get the location of the created file.

\documentclass[12pt]{article}

\begin{document}

<<echo=FALSE, engine=R>>=

rm(list=ls())  #to clean out all old junk from memory of R

paste("Today is", date());#help.start(); 

options(prompt=" "); options(continue="    ") 

library(lattice)

library(xtable)

data(cats, package="MASS")

@ 

\section*{The Cats Data}

Consider the \texttt{cats} regression example from Venables \& Ripley

(1997). The data frame contains measurements of heart and body weight

of \Sexpr{nrow(cats)} cats (\Sexpr{sum(cats$Sex=="F")} female,

\Sexpr{sum(cats$Sex=="M")} male).

A linear regression model of heart weight by sex and gender can be

fitted in R using the command

<<>>=

lm1 = lm(Hwt~Bwt*Sex, data=cats)

lm1

@ 

Tests for significance of the coefficients are shown in

Table~\ref{tab:coef}, a scatter plot including the regression lines is

shown in Figure~\ref{fig:cats}.

\SweaveOpts{echo=false}

<<results=tex>>=

xtable(lm1, caption="Linear regression model for cats data.", label="tab:coef")

@ 

\begin{figure}

  \centering

<<fig=TRUE,width=12,height=6>>=

#lset(col.whitebg())#comment out since it fails

print(xyplot(Hwt~Bwt|Sex, data=cats, type=c("p", "r")))

@  

  \caption{The cats data from package MASS.}

  \label{fig:cats}

\end{figure}

\begin{center}

\end{center}

\end{document}

the above ends the Sweaveexample3.rnw file

now issue the R command

Sweave("c:/temp/sweaveExample3.rnw")

to generate latex input file called "c:/temp/sweaveexample3.tex"

library(slidify)
slidify("presentation.Rnw")  #creates slides from Rnw files
92) prop.table  is a useful function for the sweep operation

  zero.ci <- function(x, level = 0.95, null.val=0, typ=8) {

    q <- prop.table(table(x <= null.val)) * (1 - level)

    quantile(x, c(q[1], 1 - q[2]), type = typ)

  }  #

we choose type=8 because it is median-unbiased, distribution-free and meets most of the desirable properties mentioned by Hyndman, R. J. and Fan, Y. (1996) Sample quantiles in statistical packages, American Statistician, 50, 361–365. 

93) simple rank of numbers 

x=c(9, 12, 35, 14, 6)

rank(x)# 2 3 5 4 1,Do not confuse with the rank of matrix x

94) Spinogram for categorical variables to plot conditional

probability P(y|x) against P(x).  These are a better way of

representing categorical variables graphically than scatterplot.

spineplot(x, y) or spineplot(y ~ x) where y is interpreted to be the dependent variable (y has to be categorical) and x the explanatory variable. x can be either categorical (then a spine plot is created) or numerical (then a spinogram is plotted).

library(Ecdat); data(Hdma)

dat=data.frame(Hdma)#plot shows how blacks are denied mortgage

spineplot(deny~black, data=dat, ylevel=c("yes","no")) 

#the ylevel option reorders the deny variable with yes first.

https://datascienceplus.com/earthquake-analysis-2-4-categorical-variables-exploratory-analysis/
has following

spineplot is able to highlight the better difference in proportions than the barplot.

type_region_count <- earthquakes %>% group_by(depth_type, region) %>% dplyr::summarise(Freq = n()) 
xtabs_res <- xtabs(Freq ~ depth_type + region, data = type_region_count) 
spineplot(xtabs_res)
sieve plot highlight frequencies different from the expected as determined by independency. The area of each rectangle is always proportional to expected frequency, however the observed frequency is shown by the number of squares in each rectangle.

sieve(Freq ~ region + depth_type, data = earthquakes, shade = TRUE, legend = TRUE, labeling = labeling_values)
association plot puts deviation from independence in the foreground, in the sense that the area of each box is made proportional to the (observed – expected) frequency. Cells with observed > expected frequency rise above the baseline representing independence, while cells that contain less than the expected frequency fall below it.

assoc(~ region + depth_type, data = earthquakes, shade = TRUE, legend = TRUE, labeling = labeling_values)
mosaic plot can be applied to N-way contingency tables. For a 2-way table as herein shown, the mosaic display is like a grouped barchart, where the heights (or widths) of the bars show the relative frequencies of one variable and widths (or heights) of the sections in each bar show the conditional frequencies of the second variable given the first.

mosaic(~ region + depth_type, data = earthquakes, shade = TRUE, legend = TRUE, labeling = labeling_residuals)
95) S4 subsetting. If perf is an S4 object then use following to extract first 5 values

attr(perf, "x.value")[[1]][1:5]

mtcars[[2]] has second column of mtcars data
96) "with and within" functions

with(data,expr,... )Generic function that evaluates expr in a local environment constructed from data. Useful for extracting info in lieu of the $ symbol.

library(MASS)

with(anorexia, {

    anorex.1 <- glm(Postwt ~ Prewt + Treat + offset(Prewt),

                    family = gaussian)

    summary(anorex.1)

})

"within(data,expr,... )" is similar, except that it examines the environment after the evaluation of expr and makes the corresponding modifications to data (this may fail in the data frame case if objects are created which cannot be stored in a data frame), and returns it. 

97) A new package called knitr improves upon Sweave. It does literate programming to create reports on the fly including some with animation.  works best with Rstudio

system.file("examples", "knitr-manual.Rnw", package ="knitr")#Rnw ource

knit("c:/knitr/demo2.Rnw")

purl  is a substitute for Stangle of Sweave

gives the link to the Rnw source and one can use it to create the manual itself with amazing examples.  of courser you have to have Latex, and a bunch of stuff for it to work.

install.packages(c("animation", "rgl", "tikzDevice", "ggplot2"))#needed

98) Extra vertical axis in R plots

You can easily add a separate vertical scale using the par(new=TRUE)command between two calls to the high-level plot()function. The code below does just this.

set.seed(3571);n <- 100; a1 <- rnorm(n)
a2 <- rnorm(n)
x <- NULL; y <- NULL
x[1] <- a1[1]; y[1] <- a2[1]
for (t in 2:n) {
x[t] <- -.2*x[t-1] + .5*y[t-1] + a1[t]
y[t] <- y[t-1] + a2[t] }
plot(ts(x))
par(new = T)
plot(ts(y), col = "red")
However, better way is this:

par(mar = c(5,5,2,5))#gives extra room on right side

plot(ts(x), ylab = "x")
par(new = T)

#remove all the axes and axis notation from this call 
plot(ts(y), col = "red", axes = F, xlab = NA, ylab = NA)
axis(side = 4)#means right vertical axis
#position the text \"y\"correctly
mtext(side = 4, line = 3, "y")
99) yield to maturity function

c=3.125 #coupon annual

P=104.261#purchase price of bond

Y=2#years to maturity

B=100#par value/face value of the bond

ytm <- function(price, cpn, term, freq, prin=100) {

    npv <- function(yld, term, cpn, freq, prin) {

        indx <- 1:(term*freq)

        payment <- (cpn/freq)*prin

        disc <- (1 + yld/freq)

        sum(payment/disc^(indx)) + prin/(disc^(term*freq))

    }

    uniroot(function(yld) npv(yld, term, cpn, freq, prin) - price,

interval=c(0,100), tol=0.000001)$root

}

#example:  ytm(100,0.06,1,1)#  [1] 0.06
ytm(104,0.03125,2,1)

100) define new function %+% for pasting two words together

 "%+%" <- function(...){

paste0(...,sep="")

}

> "hello" %+% "world"

[1] "helloworld"

"hello" %+% "world" %+% 1:3

[1] "helloworld1" "helloworld2" "helloworld3"

Generating formula:

"Y~" %+% paste0("z",1:3, "*x",1:3,collapse="+")

[1] "Y~z1*x1+z2*x2+z3*x3"
outcome <- "mpg" variables <- c("cyl", "disp", "hp", "carb") 

f <- as.formula(

  paste(outcome, 

        paste(variables, collapse = " + "), 

        sep = " ~ "))

print(f)

# mpg ~ cyl + disp + hp + carb

model <- lm(f, data = mtcars)

101) error condition and try.  I want the function gmcxy to work over an entire loop even though it fails for some pairs of data xi and xj.  How to force R not to stop, but finish the job, despite error conditions along the way?  Here is a simple example using the try function of R
if(class(try(gmcxy(xi,xj)))!="try-error"){

corji= gmcxy(xi,xj)
#The idea is to use try function of R and evaluate only if try does not give error.  != means not equal to 

t.test.altered <- function(...) { 
t.out<-try(t.test(...), silent=TRUE) 
if (is(t.out, "try-error")) return(NA) else return(t.out$p.value) 
}#and then change in your script t.test to t.test.altered and you should be fine.
102) New operator %>% for pipes avoids parentheses in code and makes it readable.  In dplyr package one makes simple substitution so that 

x %>% f(y) is translated as x piped into f(y) or f(x, y).

browseVignettes(package = "dplyr")#good command to see vignettes
library(dplyr)  
f1=filter(da, GEO!="ALL")# this removes data rows when retailer=ALL
filter(flights, month == 1, day == 1)is short for

   flights[flights$month == 1 & flights$day == 1, ]
filter(flights, month == 1 | month == 2)
To select rows by position, use slice():

slice(flights, 1:10)

arrange() works similarly to filter() except that instead of filtering or selecting rows, it reorders them. It takes a data frame, and a set of column names (or more complicated expressions) to order by. If you provide more than one column name, each additional column will be used to break ties in the values of preceding columns:

arrange(flights, year, month, day)

arrange(flights, desc(arr_delay))#descending order of arrival delays
Without dplyr  one would need to say: 
flights[order(flights$year, flights$month, flights$day), ]

flights[order(desc(flights$arr_delay)), ]
select() allows you to rapidly zoom in on a useful subset using operations that usually only work on numeric variable positions
Helper functions you can use within select(), like starts_with(), ends_with(), matches() and contains(). These let you quickly match larger blocks of variables that meet some criterion. See ?select for more details.
This is particularly useful in conjunction with the distinct() verb which only returns the unique values in a table.

distinct(select(flights, tailnum))

it’s often useful to add new columns (e.g. gain and speed below) that are functions of existing columns. This is the job of mutate():

mutate(flights,  gain = arr_delay - dep_delay,  speed = distance / air_time * 60)

If you only want to keep the new variables, use transmute():

transmute(flights,   gain = arr_delay - dep_delay,   gain_per_hour = gain / (air_time / 60) )

summarise() collapses a data frame to a single row (this is exactly equivalent to plyr::summarise()):

flights %>%

  group_by(year, month, day) %>%

  select(arr_delay, dep_delay) %>%

  summarise(

    arr = mean(arr_delay, na.rm = TRUE),

    dep = mean(dep_delay, na.rm = TRUE)

  ) %>%

  filter(arr > 30 | dep > 30)
How to retrieve old version of a package so the results reproduce.  Imagine you did publishe in August 2015. We can go back to that by using the checkpoint package: just add a line like
library(checkpoint); checkpoint("2015-08-11")
to the top of your R script. We have been taking daily snapshots of every R package on CRAN since September 2014 to address exactly this situation, and

http://barryrowlingson.github.io/hadleyverse/#30
useful place for overview of all Hadley's packages

purrr package  manipulates vectors (atomic vectors, lists, and data frames). 

Following splits the built-in mtcars dataset up by number of cylinders (using the base split() function), fits a linear model to each piece, summarises each model, then extracts the the \(R^2\): map() takes a vector (list or atomic vector) and returns a list. map_lgl(),map_int(), map_dbl(), and map_chr()
mtcars %>%

  split(.$cyl) %>%

  map(~lm(mpg ~ wt, data = .)) %>%

  map(summary) %>%

  map_dbl("r.squared")
function names using UNDERSCORE instead of DOT

data_frame of dplyr is different from and better than data.frame of R
require('magrittr')
# I like to define a function that allows an element by element maximization
 vmax <- function(x, maximum=0) x %>% cbind(0) %>% apply(1, max)
-5:5 %>% vmax
# [1] 0 0 0 0 0 0 1 2 3 4 5
 # This is identical to defining the function as:
vmax <- function(x, maximum=0) apply(cbind(x,0), 1, max)
vmax(-5:5)
# However drawing data for a simulation I wanted to 
# draw Nitem values from the quantiles of the normal distribution, censor the
# values at 0 and 1 and then randomize their order.
 Nitem  <- 100; ctmean <- 1; ctsd   <- .5
 draws <- seq(0, 1, length.out = Nitem+2)[-c(1,Nitem+2)] %>% 
         qnorm(ctmean,ctsd) %>% vmax %>% sample(Nitem)
http://datascienceplus.com/first-steps-with-non-linear-regression-in-r/
good source for nonlinear regressions

103) Find the number of significant digits in a number
f <- function(x) length(gregexpr("[[:digit:]]", as.character(x))[[1]])
f(2.5);f(2.55); f(2.458); f(123.456)#are 2,3,4,6 respectively
104) Find the number of decimal places
fx3=function(x)
{nchar(gsub("(.*\\.)|([0]*$)", "", as.vector(x)))}
fx3(c(0002.0500,0.5005,0.0005,0.0000012345))

#[1] 2 4 5 8#R truncates the last number when storing to 8 places

#last number has 10 decimal places not 8, so R is wrong
 fx3(c(0002.0500,0.5005,0.0005,"0.0000012345"))

#[1]  2  4  5 10  needs quotes to get the right answer for 0.0000012345
105) Turning Points

The following simple function TP() (for "Turning Point") locates 
the positions i where x[i] is greater than both of its immediate 
neighbours (local maximum) or less than both of its neighbours 
(local minimum). 
  TP <- function(x){ 
    L <- length(x) 
    which( ((x[1:(L-2)]<x[2:(L-1)])&(x[2:(L-1)]>x[3:L])) 
          |((x[1:(L-2)]>x[2:(L-1)])&(x[2:(L-1)]<x[3:L])) ) + 1 
  }

#Example: TP(AirPassengers)
library(pastecs) ;x=AirPassengers

?turnpoints; tp1=turnpoints(x);plot(tp1);summary(tp1)
stat.desc(x, basic=TRUE, desc=TRUE, norm=FALSE, p=0.95) #also descriptive stats
trend.test(x, R=1) # testing presence of trend using using a non-parametric Spearman test between the observations and time. If R>10 uses bootstrap test for trend with R replications
> library(randtests)

> turning.point.test(xx) does the whole thing
106) Variogram semivariance provides a measure of spatial correlation between points at different distances. Points closer to one another are more likely to be similar if observations in our dataset are spatially correlated, then semivariance is small
variogram function (gstat package) to estimate semivariance and also account for potential differences depending on direction  by alpha parameter. 

var.mod<-variogram(resids~1,data=dat,alpha=c(0,45,90,135))

plot(var.mod)
The alpha measures semivariance a northern, north-eastern, eastern, and south-eastern direction. This is the same as estimating semivariance in directions 180 degrees from what we’ve specified, so it would be redundant if we looked at semivariance in a southern, south-western, western, and north-western direction.
107)  Cannot Run other work while R is doing its thing. You can easily change the priority of your R job on the fly, just as you

might under *NIX. Pull up the task manager (<Ctrl>-<Alt>-<Del>), go to the process list, and find the process Rgui.exe (or R.exe if you are running Rterm), select this process by left clicking on it, then right clicking will bring up a menu, select Set priority, then change priority to low and hit <ok>.
108) Multiple plots with complete access:  Use the dev.new() command in between each call to plot(). This will leave the existing graphics window open and start a new one. The command dev.list() will list all graphics windows, and the command dev.set(integer.foo) will allow you to switch from one to another and overwrite existing graphics windows should you so choose. Alternately, you can use RStudio (http://www.rstudio.org) where the plot window is such that previous plots can be recalled on the fly, resized, saved in various formats etc
109) Writing own package:  (Making package) Set working directory setwd("c:/temp") or setwd("./mypac"), Make an R session with data, examples, code etc all and issue the command package.skeleton() command  and edit various files and folders automatically created.  Also use devtools package

roxygen2 is another good package for building R packages. It uses R-studio
Rd2oxygen  converts old Rd and R files to have @comments in the oxygen style

110) large curly braces for several line formulas use \begin{cases}

The autocovariance of MA(q) process illustrates this.

\[\gamma_k= \begin{cases}

      [\theta_k+\theta_{k+1}\theta_1+\theta_{k+2}\theta_2+...+\theta_q\theta_{q-k}]\sigma^2 & \quad \text{$for$} \quad k=1,2,...,q\\

      0 & \quad \test{for} \quad k>q\\

      \end{cases}\]

111) complicated math greek symbols in plots using expression

par(mfrow = c(1, 2))
curve(dnorm, from = -3, to = 3, n = 1000, main = "Normal Probability Density Function")
text(-2, 0.3, expression(f(x) == paste(frac(1, sqrt(2 * pi * sigma^2)),
    " ", e^{
        frac(-(x - mu)^2, 2 * sigma^2)
    })), cex = 1.2)
x <- dnorm(seq(-3, 3, 0.001))
plot(seq(-3, 3, 0.001), cumsum(x)/sum(x), type = "l", col = "blue",
    xlab = "x", main = "Normal Cumulative Distribution Function")
text(-1.5, 0.7, expression(phi(x) == paste(frac(1, sqrt(2 * pi)),
    " ", integral(e^(-t^2/2) * dt, -infinity, x))), cex = 1.2)
112) library(tidyverse);library(microbenchmark)
unique(faraway::psid[c("person", "sex", "educ", "age")])#is the simplest&fastest&does not use tidyverse
d1 <- function() unique(faraway::psid[c('person','sex','educ','age')])
d5 <- function() faraway::psid %>% as_tibble() %>% distinct(person, sex, educ, age)
d6 <- function() faraway::psid %>% distinct(person, sex, educ, age)
d7 <- function() distinct(faraway::psid, person, sex, educ, age)
microbenchmark(d1(), d2(), d3(), d4(), d5(), d6(), d7(), times=100)
Hyndman way:
faraway::psid %>%     as_tibble %>% select(person, sex, educ, age) %>%

    group_by(person) %>% filter(row_number(sex)==1) %>%  ungroup
113)to extract values from a data.frame column where the rows meet a condition, specify the column with $ before the rows with [.
Say you want the horsepower (hp) for cars with 4 cylinders (cyl), using the mtcars data set. You can write either of these:

# rows first, column second - not ideal

mtcars[mtcars$cyl == 4, ]$hp

#>  [1]  93  62  95  66  52  65  97  66  91 113 109

# column first, rows second - much better

mtcars$hp[mtcars$cyl == 4]

#>  [1]  93  62  95  66  52  65  97  66  91 113 109

The tip here is to use the second approach.

114) x <- factor(c("a", "b", "c", "d"));x <- x[x != "d"]  Deletes d
x <- factor(x)  #properly gets rid of the factor  "d" 
113) Un-factoring factors.: unfactor() in the varhandle package, detects the "real" class of an R data frame column of factors &turn it into either numeric or character variables.
Text searching. If you've been using regular expressions to search for text that starts or ends with a certain character string, there's an easier way. "startsWith() and endsWith() 

The pacman package simplifies package loading only if necessary from CRAN if not available, the syntax is: p_load("package1", "package2", "package3"). There's also a p_load_gh() version for packages on GitHub.
here::here() function finds the working directory for a current R project

114)  figures shading   use library(tis)
nberDates returns a matrix with two columns of yyyymmdd dates giving the Start and End dates of recessions fixed by the NBER.

nberShade is a generic method for shading recession areas on the current plot. The default version calls nberDates() to get a matrix of yyyymmdd dates and then passes those dates and all other arguments along to ymdShade.

romerLines draws vertical lines on the current plot at the "Romer and Romer" dates when monetary policy is said to have become contractionary.

APPENDIX 1  Crib Sheet

Thanks to http://www-stat.wharton.upenn.edu/~buja/STAT-541/

----------------------------------------------------------------

HELP:

Function documentation, of fct 'c()', e.g.:  help("c")

Related functions:                           "See Also:" in help(...)

Functions whose name contains "char", e.g.:  apropos("char")

apropos(utils)          Find Objects by (Partial) Name

Args and body of a function, 'paste', e.g.:  paste; print(paste)

Syntax:                                      help("Syntax")

----------------------------------------------------------------

ASSIGNMENT:        x <- c(3,5);  x = c(3,5)

----------------------------------------------------------------

MANAGEMENT OF DATA STRUCTURES AND FUNCTIONS:

listing data & fcts:      ls();  list objects()   # identical

                          ls("package:base") # contents of base package

                          ls(pattern="last") # names containing "last"

installed packages:       search()           # package = namespace

removing data strutures:  a <- 1:10; b <- 2*a; rm(a,b); ls()

shadowing, of 'ls', e.g.: ls <- 10; ls; rm(ls); ls

----------------------------------------------------------------

BASE DATA TYPES:  str(x) reports the data structure (e.g. factor)

not typ(x)
Numeric:           1; 1E10; 3.2; -5.67; pi

String/character:  "a"; "ab#ba10"; letters; LETTERS

Logical:           T; TRUE; F; FALSE

Missing:           NA; NaN; Inf; -Inf

----------------------------------------------------------------

VECTORS:           a high-level data structure

                   others: matrices, arrays, lists, dataframes

subset for subsets of dataframes or matrices to get submatrices

Concatenations:    c(1,2,3); c(NA,2,Inf)

                   c("a","ab","A")

                   c(T,F,T,F)

                   a <- c(1,10,100); c(a,200,300); c(a,200,a)

Ladders:           1:3; -2:2; -2:-5

                   seq(1,3); seq(1,3,by=1); seq(1,3,length=3)

                   seq(0,1,by=0.1); seq(-1,1,length=101)

Repetitions:

- simple rep:      rep(pi,3); rep("a",3); rep(T,3); rep(1,1000)

- vector rep:      rep(1:3,3); rep(letters,2); rep(c(T,F,F),3)

- element rep:     rep(1:3,rep(3,3)); rep(c(1,10,100),1:3)

Coercion:          T/F  ==>  Numeric  ==>  Character

                   c(F,1); c(1,"a"); c(F,"a"); c(F,1,"a")

Cyclic extension:  rep(1,5)+0:1; paste(letters,c("-","+"))

----------------------------------------------------------------

VECTORIZATION:     Most operations and functions apply to vectors

                   element by element!!!!!

Examples:          c(1,10,100)+1:3;  2^(0:10)

                   round(rnorm(20)); paste(c("a","z"),"-")

----------------------------------------------------------------

NUMERICS:          a <- c(2,4);  b <- c(-2.5,1.5)  # play vectors

Arithmetic ops:    -a; 1+b; a+b; a-1; 2*3; 6/2; 10%/%3; 10%%3; 2^a

                   (a+1)^(-2);  eval(2 ^ 2 ^ 3)#=2^8

 a <- 3 ; aa <- 4 ; evalq(evalq(a+b+aa, list(a=1)), list(b=5)) 

#should yield 1+5+4= 10

Arithmetic fcts:   a <- c(1.5,-1.25);  round(a); round(a,1); signif(a,2)

                   ceiling(a); trunc(a)

zapsmall determines a digits argument dr for calling round(x, digits = dr) such that values close to zero (compared with the maximal absolute value) are ‘zapped’, i.e., treated as 0. 

Analytic fcts:     sqrt(9); exp(pi); log(a); log10(10); log2(8); 

Trigonometrics:    sin(pi/2); cos(pi/2); tan(pi/4)

                   asin(1); acos(1); atan(1)  

                (not arctan, arcsin, arccos)

----------------------------------------------------------------

CHARACTERS/STRINGS:

                   paste(c("a","b"),c("x","y")); paste(letters,LETTERS)

separator:         paste(c("a","b"),c("x","y"), sep="")

                   paste(c("a","b"),c("x","y"), sep="->")

multiple args:     paste(letters,LETTERS,1:length(letters))

cyclic rep:        paste(c("a","b"),"...")

                   paste(letters,c("-> odd","-> even"))

collapse:          paste(letters, collapse="")

                   paste(LETTERS, collapse="-->")

coercion:          paste(1:9, collapse="--")

substrings:        substring("aabbccdd",3,6)

                   substring(c("abc","uvwxyz"),2,3)

string length:     nchar(c("a","xxxxxxxxxx"))  Number of characters

     'substitute' returns the parse tree for the (unevaluated)

     expression 'expr', substituting any variables bound in 'env'.

s.e = substitute(expression(a + b), list(a = 1)))  #> expression(1 + b)

     'quote' simply returns its argument. The argument is not evaluated

     and can be any R expression.

chartr(old, new, x)  translate characters from one case to another

tolower(x)# tolower("ABCd") gives abcd similar to "toupper(x)"

casefold(x, upper = FALSE)

casefold("FOrDh") #gives fordh

casefold("fordh", upper=T)#gives "FORDH"

----------------------------------------------------------------

LOGIC:

- equality:        10==pi; 10!=pi; (1:10)==5; "a"=="b"; letters=="w"

- strict inequ:    -2>3.2; -2< -1 (space needed! '<-'); "ab"<"bbb"

- nonstrict inequ: -2>=3.5; -2<=3.5; "zzz"<="zz"; letters<="h"

- logic ops:       x <- c(F,T); !x; !T; x&T; x|T; y <- T; (x|F)&F

----------------------------------------------------------------

LOOPS:             for(i in (1:5)*2) { print(2^i); print("great!") }

                   for(i in 1:3) for(j in 1:3) print(c(i,j))

for(i in seq(along =x)) #better than

for(i in 1:length(x)) #if length(x)=0 is possible

                   x <- c(1,2,3,4,3,2,1); for(xx in x) print(rep("*",xx))

----------------------------------------------------------------

INDEXING VECTORS:  a <- 1:10+100   # vector to play with

- single elements: a[2];                      letters[10]

- subvectors:      a[c(8,1)];                 LETTERS[11:15]

- rearrangements:  a[c(1,2,1,2,1,2,3,3,3)];   letters[c(1,26,1,26,13,13)]

- exclusion:       a[-3]; a[-c(1,10)];        letters[-(1:13)]

- extension:       a[20:25] <- 0:5

- logical:         (1:5)[c(F,T,F,F,T)];       letters[c(F,T,F)] # cyclic rep.

                   a[a>105 & a%%2==0]

----------------------------------------------------------------

PARTIAL ASSIGNMENT:

- vectors:         a[4:6] <- -a[4:6];  a[a%%3==1] <- 0

- characters:      b <- "abcdefghijk";  substring(b,4,6) <- "uvwxyz"

----------------------------------------------------------------

ASSOCIATIVE ARRAYS:

- creation:        a <- c(first=10, second=100, third=-1000)

- names attrib:    names(a)

- assigning names: a <- c(10,100,-1000)

                   names(a) <- c("first","second","third");  a

- single:          a["third"]

- multiple:        a[c("first","second")]

- rearrangement:   a[c("first","second","second","first")]

----------------------------------------------------------------

ORDER:             a <- c(1,8,2,7,6,3,5,4);  b <- 8:1

- simple sort:     sort(a);  sort(c("z","za","az"))

sort.matrix by j sorting of matrix, sort matrix
y=x[sort.list(x[,j]),]  will sort on jth column of matrix x & output y

- parallel sort:   ord <- order(a);  a[ord];  b[ord]

- reverse:         rev(1:8);  rev(c(T,F,T,F))

- permute randomly:             sample(a);  sample(LETTERS)

 matrix(sample(12),4,3) is a good way to create 4 by 3 example matrix

- permute randomly & parallel:  ord <- sample(1:length(a));  a[ord];  b[ord]

----------------------------------------------------------------

RANDOM NUMBERS: set.seed(234);save.seed <- .Random.seed

- uniform:         runif(10);  runif(n=5,min=-1,max=1)

                   runif(10, 0:9, 1:10)

- normal:          rnorm(10);  rnorm(n=10,m=100,s=10)

                   rnorm(10,1:10*100)

- Bernoulli(0.5):  runif(10)>.5

----------------------------------------------------------------

SAMPLING:          a <- (1:10)*2

- without replacement:  sample(a, 8)

- with replacement:     sample(a, 8, replace=T)

- permutations:         sample(a)  # special case of 'without replacement'

----------------------------------------------------------------

PRINTING:

unformatted printing:  print(pi); print(1:10);  print(letters)

formatted printing:    cat("abc\n");cat("abc\n\DEF\n")

                       cat(signif(pi,3),"\n")

                       cat(letters,"\n")

                       cat("\n","a","\n","aa","\n","aaa","\n")

options(digits=12); sqrt(2) #gives 1.41421356237 greater accuracy

----------------------------------------------------------------

INPUT:

readline(prompt = "")

 reads a line from the terminal, input from consol this way

reading as a numeric vector:    scan("sp.dat",n=10)  # expects numeric

                                a <- scan("sp.dat"); length(a); rm(a)

reading as a character vector:  scan("sp.dat",n=10,what="")

change separator to newline:    scan("laser.dat",w="",sep="\n")

----------------------------------------------------------------

PERSISTENCE OF DATA AND DEFAULTS:

saving data for subsequent sessions:  q()   # answer "y"

setting defaults:               .First <- function() { options(width=100) }# executed at the start of every session

----------------------------------------------------------------

(2-.1)/.1  #gives  19, but  as.integer(.Last.value) gives 18 means R does a bad job of rounding to the nearest integer.

An interesting way to access the last calculation in R is to use (.Last.value)

complex numbers in R

z <- complex(real = 0, imaginary = 1);z;abs(z) # 0+1i,  abs(z)=1
 Re(z)#[1] 0, real part
 Im(z)#[1] 1,  imaginalry part
 Re(1:5);Im(1:5)#[1] 1 2 3 4 5  #[1] 0 0 0 0 0
R functions for time series analysis by Vito Ricci (vito_ricci@yahoo.com) R.0.5 26/11/04

http://www.worldscibooks.com/economics/6895.html
URL for my forthcoming book by  World Scientific of Hackensack, NJ.

R FUNCTIONS FOR TIME SERIES ANALYSIS

Here are some helpful R functions for time series analysis. They belong from stats, tseries, ast and lmtest

packages and grouped by their goal.

INPUT

cycle(): gives the positions in the cycle of each observation (stats)

deltat(): returns the time interval between observations (stats)

end(): extracts and encodes the times the last observation were taken (stats)

frequency(): returns the number of samples per unit time (stats)

read.ts(): reads a time series file (tseries)

start(): extracts and encodes the times the first observation were taken (stats)

time(): creates the vector of times at which a time series was sampled (stats)

ts(): creates time-series objects (stats)

window(): is a generic function which extracts the subset of the object 'x' observed between the times 'start' and 'end'. If a frequency is specified, the series is then re-sampled at the new frequency (stats)

TS DECOMPOSITION

decompose(): decomposes a time series into seasonal, trend and irregular components using moving

averages. Deals with additive or multiplicative seasonal component (stats)

filter(): linear filtering on a time series (stats)

HoltWinters(): computes Holt-Winters Filtering of a given time series (stats)

HoltWinters(x, alpha = NULL, beta = NULL, gamma = NULL,

            seasonal = c("additive", "multiplicative"),

            start.periods = 2, l.start = NULL, b.start = NULL,

            s.start = NULL,

            optim.start = c(alpha = 0.3, beta = 0.1, gamma = 0.1),

            optim.control = list())

x=An object of class ts
alpha=alpha parameter of Holt-Winters Filter.

sfilter(): removes seasonal fluctuation using a simple moving average (ast)

spectrum(): estimates the spectral density of a time series (stats)

stl(): decomposes a time series into seasonal, trend and irregular components using 'loess' (stats)

tsr(): decomposes a time series into trend, seasonal and irregular. Deals with additive and multiplicative

components (ast)

TESTS

adf.test(): computes the Augmented Dickey-Fuller test for the null that 'x' has a unit root (tseries)

Box.test(): computes the Box-Pierce or Ljung-Box test statistic for examining the null hypothesis of

independence in a given time series (stats)

bds.test(): computes and prints the BDS test statistic for the null that 'x' is a series of i.i.d. random variables

(tseries)

bptest(): performs the Breusch-Pagan test for heteroskedasticity of residuals (lmtest)

dwtest(): performs the Durbin-Watson test for autocorrelation of residuals (lmtest)

jarque.bera.test(): Jarque-Bera test for normality (tseries)

kpss.test(): computes KPSS test for stationarity (tseries)

shapiro.test(): Shapiro-Wilk Normality Test (stats)

ks.gof {pgirmess} Kolmogorov-Smirnov goodness of fit test for normality

ad2.test {truncgof} hasQuadratic Class Anderson-Darling test for truncated data

STOCHASTIC MODELS

ar(): fits an autoregressive time series model to the data, by default selecting the complexity by AIC (stats)

arima(): fits an ARIMA model to a univariate time series (stats)

arima.sim(): simulate from an ARIMA model (stats)

arma(): fits an ARMA model to a univariate time series by conditional least squares (tseries)

garch(): fits a Generalized Autoregressive Conditional Heteroscedastic GARCH(p, q) time series model to the data by computing the maximum-likelihood estimates of the conditionally normal model (tseries)

GRAPHICS

lag.plot: plots time series against lagged versions of themselves. Helps visualizing "auto-dependence" even when auto-correlations vanish (stats). Plotting a circle from 100 numbers w from - to  as exp(iw).  Use following commands:  th <- seq(-pi, pi, len=100)  #angle theta

z <- exp(1i*th)  #1i means imaginary i =-1 in R

par(pty="s") #choose plotting parameter pty=plot tyoe for square shaped plot region

par(pty="m") #choose maximum area 

plot(z, type="l")  #type="l" means join the lines for a line plot

par(mfrow=c(3,1)) for several plots shown in 3 rows 1 column

monthplot(): plots a seasonal (or other) subseries of a time series (stats)

plot.ts(): plotting time-series objects (stats)

seaplot(): plotting seasonal sub-series or profile (ast)

seqplot.ts(): plots a two time series on the same plot frame (tseries)

tsdiag(): a generic function to plot time-series diagnostics (stats)

ts.plot(): plots several time series on a common plot. Unlike 'plot.ts' the series can have a different time

bases, but they should have the same frequency (stats)

simpleboot::plot.loess.simpleboot,   Plot method for loess bootstraps.

MISCELLANEOUS

blank  is ""

acf(), pacf(), ccf(): the function 'acf' computes (and by default plots) estimates of the autocovariance or

autocorrelation function. Function 'pacf' is the function used for the partial autocorrelations. Function 'ccf' computes the cross-correlation or cross-covariance of two univariate series (stats)

diff.ts(): returns suitably lagged and iterated differences (stats)

lag(): computes a lagged version of a time series, shifting the time base back by a given number of

page(x, method = c("dput", "print"), ...) #large object seen easily

observations (stats)

mode(x) #gives storage mode of an R object

set.seed(345); y=runif(7,min=2,max=20); x=runif(7,min=2,max=20); z=runif(7,min=2,max=20); 

reg1=lm(y~x+z);    How to access elements of the regression formula? use the formula function

form=formula(reg1);form #will print the formula y~x+z 

form[1] #"~"()  

form[2]# y()

form[3]#x + z()

form[[3]][1] #"+"()  Note the double bracket [[ in addressing a list element

form[[3]][2]# x()

form[[3]][3]#z()

attr(terms(form), "term.labels") # "x" "z"

Function by is an object-oriented wrapper for tapply applied to data frames. 

by(data, INDICES, FUN, ...)

The standard "tapply" function has the interface

tapply <- function(X, INDICIES, FUN, ...)

here X is a UNIVARIATE vector and the function

FUN <- function(X, ...) effectively a

function of just one variable and parameters "..."

I want to have a function similar to tapply

where FUN <- function(X, Y, ...) is effectively a function

of many (not necessarily two) variables,

tapply.multi(X=cbind(x, y, z), INDICES=indices,


FUN=function(X) sum(diag(cov(X))))

formatC(xx) #for C style formatting: TRY xx  <- pi * 10^(-5:4)

cbind(format(xx, digits=4), formatC(xx)).  format(x) formats R object called x for pretty printing.  e.g.,

format(13.7, nsmall = 3) #gives "13.700"  with the two zeros showing

parse() returns the parsed but unevaluated expressions in a list

unlist(options()) #prints all options in current use by the system

unlist(x, recursive = TRUE, use.names = TRUE)

unlist  Given a list structure x, unlist simplifies it to produce a vector which contains all the atomic components which occur in x. 

model.matrix creates a design matrix. 

detach()  #detaches all libraries and dataframes from search path

dummy.coef  This R function extracts coefficients in terms of the original levels of the coefficients (witho original coding) rather than the coded variables. (Useful for analysis of variance anova or aov)

expand.grid(x=x,y=y) #Creates a data frame from all combinations of x and y data or factors

attributes(new.frame)=attributes(old.frame)  #restores attributes

profile(stats) function Investigates behavior of objective function near the solution represented by fitted

as.integer(c(T,TRUE,FALSE,F)) #gives 1,1,0,0, i.e., True becomes 1

is.integer(1:10)# will give T because this is a true statement

readline() #reads a line from the terminal during a processing

#This is like "pause"

multiple plots many plots in one

layout(matrix(1:4, nrow = 2, ncol = 2)) #will plot 4 figures in 2 rows and 2 columns  as distinct plots. Once issued this will affect subsequent plots and create problems when they do not fit.  Reissue the layout command to clean out failed plots

split.screen  is a useful function in R

rm(list=ls()); date()  #good way to start a session

In your program make all temporary objects as dot t ".t" in second name then type remove(objects(pat=\\.\\.t$))

on.exit(similar action) does this thing only on exit

stopifnot Ensure the ‘Truth’ of R Expressions

Sys.timezone()# "EST"  similarly use Sys.Date(),  Sys.time()

try(log("a")) is a wrapper to run an expression that might fail and allow the user’s code to handle errorrecovery.

unlist(options()) gives what are currently set options in R session

x=1:200;which(x <4) # 1 2 3

which(x >=196) # 196 197 198 199 200

which.min(x)# 1

which.max(x) #200

.packages(all=T)  #lists all packages available in your R

(.packages()) lists all packages in current memory

mosaicplot(HairEyeColor)  #gives a nice plot of eye hair colors

plot(presidents, las = 1, ylab = "Approval rating (%)",

main = "presidents data")

women (average heights and weights for American women aged 30–39) data set available

box(which = "plot", lty = "solid", ...) draws a box around a plot

cdplot Conditional Density Plots (dependent variable is categorical)
curve(x^3-3*x, -2, 2)  plots a curve from –2 to 2

use curve instead of plot for plotting mathematical functions

curve(dnorm,-4,4)#gives a beautiful plot of normal density curve(dt(x,df=2), from=-4,to=4, add=TRUE, lty=2)#plots t density

curve(pnorm,-4,4)#gives a beautiful plot of cumulative normal 

curve(dchisq(x,df=6),from=0,to=50)#plots the chisquare density

curve(dchisq(x,df=8),from=0,to=50,add=TRUE,lty=2)#plots another density

#the argument add=TRUE means plot right on top of earlier plot

mosaicplot(Titanic, main = "Survival on the Titanic", color = TRUE) for any contingency table

curve(dgamma(x, shape = 1), from = 1, to = 10)

REVIEW of Useful R functions

abs sqrt exp log log10 sum prod cumsum cumprod min max

pmin pmax cummin cummax range gamma lgamma

round signif trunc ceiling floor rep

R.home() #gives the path where R resides eg. "C:\\PROGRA~1\\R\\R-212~1.2"

sin cos tan asin acos atan nchar(state.name)

sinh cosh tanh asinh acosh atanh

Re Im Mod Arg Conj

length c list unlist names attributes attr array

dim dimnames unique duplicated

matrix nrow ncol row col rbind cbind t crossprod  tcrossprod (outer product)
solve backsolve eigen svd qr chol kronecker

scale interp approx fft

is.finite(c(1, Inf, NaN, NA))

## [1] TRUE FALSE FALSE FALSE

is.special <- function(x){

if (is.numeric(x)) !is.finite(x) else is.na(x)

}

person

## age height

## 1 21 6.0

## 2 42 5.9

## 3 18 5.7*

## 4 21 <NA>

sapply(person, is.special) 
typeof(c("abc", "def"))

## [1] "character"

typeof(1:10)

## [1] "integer"

typeof(c(pi, exp(1)))

## [1] "double"

typeof(factor(c("abc", "def")))

## [1] "integer"
str_pad(112, width = 6, side = "left", pad = 0)

## [1] "000112"

print(person)

## age height

## 1 21 6.0

## 2 42 5.9

## 3 18 5.7*

## 4 21 <NA>

complete.cases(person)

## [1] TRUE TRUE TRUE FALSE

Package called editrules
Edits to make sure that age is between say 10 to 100 and similar editing and cleanup options for data cleaning

cumprod, cummax, cummin and kronecker

rm(list=ls())  #to clean out all old junk from memory of R

paste("Today is", date())#help.start(); 

options(prompt=" ", continue="    ", digits=4, show.signif.stars=FALSE) 

setwd("c:/temp")  #sets working directory to c:/temp

par(mfrow=c(2,2))  for several plots at the same time

If u don’t have laptop u can still do R calculations at the website

 

http://www.stats4stem.org/r-kakadu-data.html
 

Plot cheat-sheet

attach(mtcars)  #motor trends cars data always available on R
 

par(mfrow = c(1,2))                    # Put 2 plots on the same device
plot(disp,mpg)                        

 

plot(disp,mpg,                        #what is on x axis and on y
     main = "MPG vs. Displacement",    # Add a title
     type = "p",     #type of l=lines p=points b=both s=stairs 
                     #h=histogram, S=other stairs
     col = "grey",                     # Change the color of the points
     pch = 16,                         # Change the plotting symbol  see help(points)
     cex = 1,                          # Change size of plotting symbol     
     xlab = "Displacement (cu. in)",   # Add a label on the x-axis
     ylab = "Miles per Gallon",        # Add a label on the y-axis
     bty = "n",                        # Remove the box around the plot
     #asp = 1,                         # Change the y/x aspect ratio see help(plot)
     font.axis = 1,                    # Change axis font to bold italic
     col.axis = "black",               # Set the color of the axis
     xlim = c(85,500),                 # Set limits on x axis
     ylim = c(10,35),                  # Set limits on y axis
     las=1)                            # Make axis labels parallel to x-axis
 

abline(lm(mpg ~ disp),                 # Add regression line y ~ x
       col="red",                      # regression line color
       lty = 2,                        # use dashed line
       lwd = 2)                        # Set thickness of the line
 

lines(lowess(mpg ~ disp),              # Add lowess line y ~ x
      col="dark blue",                 # Set color of lowess line
      lwd= 2)                        # Set thickness of the lowess line
 

leg.txt <- c("red = lm", "blue = lowess") # Text for legend
legend(list(x = 180,y = 35),           # Set location of the legend
       legend = leg.txt,               # Specify text 
       col = c("red","dark blue"),     # Set colors for legend
       lty = c(2,1),                   # Set type of lines in legend
       merge = TRUE)                   # merge points and lines
The Quick-R page on Graphical Parameters is very helpful, and the R Programing/Graphics page on wikibooks.org is very nicely done. It might be easier to memorize the code they provide to plot out the basic plotting symbols than to remember the pch values themselves.

x <- rep(1,25)
plot(x, pch = 1:25, axes = F, xlab = "", ylab = "")
text(1:25,.95,labels = 1:25)
Note that the code for all of the plots in Maindonald and Brown are available on this website. 

Once you get the hang of things, it is also relatively straightforward to do some fairly sophisticated things with basic R plots. This post by David Smith from a couple of years ago highlights the Vistat cheat sheet for mathematical annotation, and a 2012 post by Winston Chang shows how to use your favorite fonts in R charts. 

I found trying to change the background color of a base plot to be a vexing exercise, but this code based on some advice from Marc Schwartz will plot the unadorned scatter plot above with a dark grey background and a light grey plot area.

round(memory.limit()/2^20, 2)
http://motioninsocial.com/tufte/  Tufte style plots

· New convenience function Rcmd() in package tools for invoking R CMDtools from within R.

complete.cases(airquality)  
Hints on how to see the code in C language rcpp  R C++   are at

http://stackoverflow.com/questions/14035506/how-to-see-the-source-code-of-r-internal-or-primitive-function
download the package source file (.tar.gz extension) from cran onto your computer and unzip. There will be an R folder that has all of the source files, along with all the comments the author has in the files. There will be a src 

Dot Rese

. <- mtcars 

. <- subset(., cyl == 8) 

. <- .[, c("mpg", "cyl", "wt")] 

result <- . 

head(result)

suppressPackageStartupMessages(library("dplyr")) 

starwars %>% 

filter(., height > 200) %>% 

select(., height, mass) %>% 

head(.)

https://ropensci.org/blog/2018/09/18/datapackager/  worth considering

daqana R style guide. Happy coding! https://www.daqana.org/dqstyle-r/
With the sigr package regression presentation can be made much easier:

library("sigr")

Rsquared <- wrapFTest(model)

print(Rsquared)

# [1] "F Test summary: (R2=0.76, F(1,148)=468.6, p<1e-05)."

And this formal summary can be directly rendered into many formats (Latex, html, markdown, and ascii).

render(Rsquared, format="html")

F Test summary: (R2=0.76, F(1,148)=468.6, p<1e-05).

sigr can help make your publication workflow much easier and more repeatable/reliable.

My_HTML_Data <- read.table(file = "clipboard", header = T, sep = "\t")
small-sample adjustments to cluster robust variance estimation (CRVE). package= clubSandwich.  

diffdif package for comparing data frames

library(diffdf)
iris2 <- iris
for (i in 1:3) iris2[i,i] <- i^2
iris2$new_var <- "hello"
class(iris2$Species) <- "some class"
diffdf(iris, iris2)

library(container) data %>% as.dict() %>% add("ID", 1:n) %>% as.data.frame()
as.dict  allows adding, discarding or overwriting dataframe columns

install.packages("ExPanDaR")

library(ExPanDaR)

wb <- read.csv("https://joachim-gassen.github.io/data/wb_condensed.csv")

ExPanD(wb, cs_id = "country", ts_id = "year")
After running these three lines of code (OK, four if you have to install the ExPanDaR package first), a shiny window will open, allowing you to explore a country-year panel of World Bank data and looking something like this. 

http://www.r-exams.org/templates/confint3/  for confidence intervals
NOT in operator is good little helper

all.equal( c(1,2,3,4) %nin% c(1,2,5),

          !c(1,2,3,4) %in%  c(1,2,5))

[1] TRUE

list.files("/path/to/directory") 

list.files("/path/to/do/directory", recursive = TRUE)

 # search for files containing "something" in their name 

list.files("/path/to/do/directory", pattern = "something") 

# search for all CSV files 

list.files("/path/to/do/directory", pattern = ".csv")

file.info("/path/to/directory/file.txt")

# create a file in current directory 

file.create("new_file.txt") 

# create file in different directory file.

create("/path/to/directory/new_file.txt")

# copy file.txt to new_directory 
file.copy("/path/to/directory/file.txt", "/path/to/new_directory")

WORD COUNT

install.packages("hyperSpec")

library(hyperSpec) 

wc("/path/to/directory/file.txt")

· R Weekly is a great newsletter organized in categories making it easier to browse it and select what picks your in

https://mran.microsoft.com/packages  search packages
How Many Downloads of Vinod packages?
install.packages("cranlogs")

library(cranlogs)

library(ggplot2)
cran_downloads(packages="generalCorr", when="last-week")
cr1=cran_downloads(packages=c("meboot","generalCorr"), from = "2014-01-01", to = "2019-04-01")

sum(cr1$count)# 48645 as of apr 7, 2019
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